Caveats for the Use of Operational Electronic Health Record Data in Comparative Effectiveness Research
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Abstract: The growing amount of data in operational electronic health record systems provides unprecedented opportunity for its reuse for many tasks, including comparative effectiveness research. However, there are many caveats to the use of such data. Electronic health record data from clinical settings may be inaccurate, incomplete, transformed in ways that undermine their meaning, unrecoverable for research, of unknown provenance, of insufficient granularity, and incompatible with research protocols. However, the quantity and real-world nature of these data provide impetus for their use, and we develop a list of caveats to inform would-be users of such data as well as provide an informatics roadmap that aims to ensure this opportunity to augment comparative effectiveness research can be best leveraged.
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The increasing adoption of electronic health records (EHRs) and their “meaningful use” offer great promise to improve the quality, safety, and cost of health care. EHR adoption also has the potential to enhance our collective ability to advance biomedical and health care science and practice through the reuse of clinical data. This investment sets the foundation for a “learning” health care system that facilitates clinical research, quality improvement, and other data-driven efforts to improve health.

At the same time, there has also been substantial federal investment in comparative effectiveness research (CER) that aims to study populations and clinical outcomes of maximal pertinence to real-world clinical practice. These efforts are facilitated by other investments in research infrastructure, such as the Clinical and Translational Research Award (CTSA) program of the US National Institutes of Health. Many institutions funded by CTSA awards are developing research data warehouses of data derived from operational systems. Additional federal investment has been provided by the Office of the National Coordinator for Health Information Technology (ONC) through the Strategic Health IT Advanced Research Projects (SHARP) Program, with 1 of the 4 major research areas focusing on reuse of clinical data.

A number of successes have already been achieved. Probably the most concentrated success has come from the Electronic Medical Records and Genomics (eMERGE) Network, which has demonstrated the ability to validate existing research results and generate new findings mainly in the area of genome-wide association studies that associate specific findings from the EHR (the “phenotype”) with the growing amount of genomic and related data (the “genotype”). Using these methods, researchers have been able to identify genomic variants associated with atrioventricular conduction abnormalities, red blood cell traits, white blood cell count abnormalities, and thyroid disorders.

Other researchers have also been able to use EHR data to replicate the results of randomized controlled trials (RCTs). One large-scale effort has come from the Health Maintenance Organization Research Network’s Virtual Data Warehouse (VDW) Project. Using the VDW, for example, researchers were able to demonstrate a link between childhood obesity and hyperglycemia in pregnancy. Another demonstration of this ability has come from the longitudinal records of general practitioners in the United Kingdom. Using this data, Tannen and colleagues were able to demonstrate a link between childhood obesity and hyperglycemia in pregnancy.
Health Initiative\textsuperscript{19,20} and RCTs of other cardiovascular diseases.\textsuperscript{21,22} Likewise, Danaei et al\textsuperscript{23} were able to combine subject-matter expertise, complete data, and statistical methods emulating clinical trials to replicate RCTs demonstrating the value of statin drugs in primary prevention of coronary heart disease. In addition, the Observational Medical Outcomes Partnership has been able to apply risk-identification methods to records from 10 different large health care institutions in the United States, although with a moderately high sensitivity versus specificity tradeoff.\textsuperscript{24}

However, routine practice data are collected for clinical and billing uses, not research. The reuse of these data to advance clinical research can be challenging. The timing, quality, and comprehensiveness of clinical data are often not consistent with research standards.\textsuperscript{3} Research assessing information retrieval (search) systems to identify candidates for clinical studies from clinical records has shown many reasons not only why appropriate records are not retrieved but also why inappropriate ones are retrieved.\textsuperscript{25}

A number of authors have explored the challenges associated with the use of EHR data for clinical research. A review of the literature of studies evaluating the data quality of EHRs for clinical research identified 5 dimensions of data quality assessed: completeness, correctness, concordance, plausibility, and currency.\textsuperscript{26} The authors identified many studies with a wide variety of techniques to assess these dimensions and, similar to previous reviews, a wide divergence of results. Another analyses have highlighted the potential value but also the cautions of using EHR for research purposes.\textsuperscript{4,27}

In this paper, we describe the caveats of using operational EHR data for CER and provide recommendations for moving forward. We discuss a number of specific caveats for use of EHR data for clinical research generally, with the goal of helping CER and other clinical researchers address the limitations of EHR data. We then provide an informatics framework that provides a context for better understanding of these caveats and providing a path forward toward improving data in clinical systems and their effective use.

CAVEATS

The intuitive appeal of reusing large volumes of existing operational clinical data for clinical research, quality measurement and improvement, and other purposes for improving health care is great. Although the successes described above are noteworthy, a growing body of literature and our own analysis remind us that there are many informatics challenges and caveats associated with such approaches. Biases may be introduced at several steps along the process of the patient receiving care, including having it documented, billed for, and processed by insurers.\textsuperscript{28}

Under the following headings, we describe some specific caveats that have been identified either from research or our own observations about clinical data. In the last caveat, we further delineate issues of “data idiosyncrasies” for special attention. We view coded data as part of the EHR and, as such, include the clinical portions of administrative databases within our notion of using the EHR for clinical research, as many of the same caveats apply to that sort of data. We are viewing the entire collection of data on the patient as the EHR, and recognizing caveats for its use for CER.

Caveat #1: EHRs may Contain Inaccurate (or Incorrect) Data

Accuracy (correctness) of data relies on correct and careful documentation, which is not always a top priority for busy clinicians.\textsuperscript{29} Errors in EHR records can be produced at any point. For example, data entry errors were demonstrated in a recent analysis in the English National Health Service, where yearly hospital statistics showed approximately 20,000 adults attending pediatric outpatient services, approximately 17,000 males admitted to obstetrical inpatient services, and about 8000 males admitted to gynecology inpatient services.\textsuperscript{30} Although the admission of males admitted to obstetrical units was explained by male newborns, the other data remain more problematic and difficult to explain.\textsuperscript{31} In addition, a large sample of United States records showed 27% of patients who were emergently intubated in an emergency department (ED) were dispositioned either as discharged or admitted to noncritical care units, a highly unlikely outcome.\textsuperscript{32} One systematic review identified 35 studies assessing data quality for reliability and validity of quality measures from EHR data.\textsuperscript{33} These studies were found to have tremendous diversity in data elements, study settings, populations, clinical conditions, and EHR systems. The authors called for further research to focus on the quality of data from specific components in the EHR and to pay attention to the granularity, timeliness, and comparability of data. A more recent analysis assessed how the EHR systems of 4 known national leaders in EHR implementation would be able to use their data for CER studies on the treatment of hypertension. Researchers at each institution determined which data elements were necessary and whether and how they might be extracted from their EHR. The analysis found 5 categories of reasons why the data were problematic. These included data there were missing, erroneous, uninterpretable, inconsistent, and/or inaccessible in text notes.\textsuperscript{34}

Caveat #2: EHRs Often do not Tell a Complete Patient Story

EHRs, whether those of a single institution or aggregated across institutions, do not always tell the whole story; that is, patients may get care in different health care organizations or are otherwise lost to follow-up. Some estimate of the potential consequences of this incomplete picture can be gleaned from recent studies that have assessed data availability for health information exchange. One study of 3.7 million patients in Massachusetts found 31% visited ≥2 hospitals over 5 years (57% of all visits) and 1% visited ≥5 hospitals (10% of all visits).\textsuperscript{35} Another analysis of 2.8 million ED patients in Indiana found that 40% of patients had data at multiple institutions, with all 81 EDs sharing patients in common to create a completely linked network.\textsuperscript{36} In addition, a study aiming to identify patients with type 2 diabetes mellitus (DM) found that searching data from 2 medical centers in Minnesota had better predictive power than from a single center alone.\textsuperscript{37} These same researchers
also found that the ability to identify DM successively increased as the time frame of assessing records was increased from 1 through 10 years of analysis.38

Other studies have shown that data recorded in a patient's record at a single institution may be incomplete. Two systematic reviews have been performed that assess the quantity of data that were needed for clinical research but were unavailable from EHR sources. The first assessed studies on the scope and quality of data through 2001.39 A second review focused on the use of EHR data for outcomes research through 200740 and identified 98 studies. In 55% of the studies found, additional non-EHR sources of data were also used, suggesting that an EHR data alone were not sufficient to answer the investigator's questions. About 40% of the studies supplemented EHR data with patient-reported data.

As examples of other studies on data completeness, at a New York academic medical center, 48.9% of patients with ICD-9-CM code for pancreatic cancers did not have corresponding disease documentation in pathology reports, with many data elements incompletely documented.41 In another study comparing data from a specialty-specific EHR from community oncology clinics against data from the Surveillance Epidemiology and End Results cancer registry and 2 claims databases (Medicare and commercial claims), significant proportions of data were missing from the EHR for race (40%) and tumor stage (63%).42

Evidence exists that there is significant variability in the quality of EHR data. One study, for example, found that relying solely on discrete EHR data, as opposed to data manually abstracted from the electronic record including text fields, led to persistent undercapture of clinical quality measures in a New York outpatient setting, with great variation in the amount of undercapture based on variation in clinical workflow and documentation practices.43

Additional studies have evaluated EHR data for quality measurement purposes. For example, different ways of calculating adverse drug event rates from a single institution's EHR were associated with significantly different results.44 Likewise, quality metrics using EHR data required substantial validation to ensure accuracy.45 An additional analysis compared a manually abstracted observational study of community-acquired pneumonia to a fully EHR-based study without manual data abstraction.46 In the pure EHR study, mortality in the healthiest subjects seemed to exceed mortality in the sicker subjects due to several biases, including incomplete EHR data entry on patients who died quickly in the ED.

Determining the timing of a diagnosis from clinical data is also challenging. Not every diagnosis is recorded at every visit, and the absence of evidence is not always evidence of absence. This is just 1 example of a concern known by statisticians as censoring.47 Left censoring is the statistical property where events before the start of an observation are missed, or their timing is not known with certainty. The result is that the first appearance of a diagnosis in an electronic record may not be the incident occurrence of the disease. Related to the notion of left censoring is right censoring, which refers to missing the occurrence of events that appear after the end of the interval under observation. Although many clinical data warehouses may have millions of patients and cover many years of activity, patient turnover can be very high and individual patients in the warehouse may only have a few years' worth of longitudinal data. The implication of patient turnover is that, for exposure-outcome pairs that take years to develop, groups of individual patients may not have a sufficiently long observation period to ascertain the degree of association. Even one of the most well-defined outcomes—death—may not be recorded in an EHR if the fatal episode occurred outside the institution.

Caveat #3: Many of the Data Have Been Transformed/Coded for Purposes Other Than Research and Clinical Care

The most commonly known problematic transformation of data occurs when data are coded, often for billing purposes. Although the underlying data may not be missing from the medical record, they are often inaccessibile, either because they are paper-based or the electronic data are, for whatever reason, not available to researchers. This leads many researchers to rely solely on administrative (ie, "claims") data, of which a great deal of research has found to be problematic. Errors can be introduced in the clinical coding process for many reasons along the pathway of a patient's hospitalization from admission to discharge.48 These include inadequate or incomplete documentation, lack of access to information by clinicians and/or coders, illegible writing, suboptimal training and experience of the coder, upcoding for various reasons, inadequate review by the clinician, and errors made by anyone involved in the process.

In the early 1990s, 1 study reported that claims data lacked important diagnostic and prognostic information on patients admitted for cardiac catheterization; this information was contained in the medical record.49 Later in the decade, another investigator assessed administrative data for quality measurement, finding that coding based on ICD-9-CM did not provide any clinical description beyond each code itself, including any prognostic indicators, or capture problems typical to outpatient settings, such as functional, socioeconomic, or psychosocial factors.50 More recent studies have documented disparities between claims and EHR data in surgical conditions,51 children with pharyngitis,52 pediatric EDs,53 and patients with DM.54 One recent study of patients with hospital-acquired, catheter-associated urinary tract infection, a complication denied payment from Medicare, found that claims data vastly underreported the condition.55

Researchers have also looked at coding completeness of patient assessments or their outcomes for clinical research purposes. In 1 Texas academic practice, billing data alone only identified 22.7% and 52.2%, respectively, of patients with endometrial and breast cancer, although this increased to 59.1% and 88.6%, respectively, with use of other data and a machine learning algorithm.56 A similar study found somewhat better results for identifying patients with myocardial infarction, ischemic stroke, and severe upper gastrointestinal bleed events, with improvements also seen upon refinement of the selection algorithm.57 Another study attempted to identify patients with metastatic cancer of the breast, lung, colon, and prostate using algorithmic models.
from claims data, finding that acceptable positive predictive value and specificity could be obtained but was only possible as a tradeoff with sensitivity. An additional study found that coding tended to be better at identifying variance in utilization, whereas patient reporting was better for disease burden and emotional symptoms.

Sometimes changes in coding practices inadvertently imply clinical differences where they may not exist. For example, in a national sample of coded data, it was noted that hospitalization and inpatient mortality rates for patients with a diagnosis of pneumonia decreased, whereas hospitalizations with a diagnosis of sepsis or respiratory failure along with a secondary diagnosis of pneumonia increased and mortality declined. This analysis found, however, that when the 3 pneumonia diagnoses were combined, the decline in the hospitalization rate was much smaller and inpatient mortality was barely changed, suggesting the temporal trends were due more to differences in diagnostic coding than care factors.

Another study in community health clinics in Oregon found variations between claims and EHR data for a variety of services used in quality measures, such as cholesterol screenings, influenza vaccinations, diabetic nephropathy screenings, and tests for hemoglobin A1c. Although some measures were found with claims data only, a much larger proportion were found with EHR data only, especially in patients who were older, male, Spanish speaking, above the federal poverty level, or who had discontinuous insurance.

Sometimes even improvements in coding can alter reporting, for example, a transition to the more comprehensive ICD-10 coding system in the Centers for Disease Control WONDER database was determined to be the explanation for an increased rate of death from falls in the United States between 1999 and 2007. Furthermore, changes in the coding system itself over time can impede comparability of data, as codes undergo “semantic drift.” This drift has been shown to go unrecognized by researchers who were analyzing EHR data collected across multiple years.

Caveat #4: Data Captured in Clinical Notes (Text) may not be Recoverable for CER

Many clinical data are “locked” in narrative text reports. This includes information-rich sources of data from the initial history and physical report through radiology, pathology, and operative and procedural reports to discharge summaries. It may also include the increasingly used summaries of care. One promising approach for recovering these data for research is natural language processing (NLP). This approach has been most successful when applied to the determination of specific data elements, such as the presence of a diagnosis or treatment. For example, the eMERGE studies described above used NLP to identify the presence of specific phenotype characteristics of the patient. However, although the state of the art for performance of NLP has improved dramatically over the last couple decades, it is still far from perfect. Furthermore, we really do not know how good is “good enough” for NLP in data reuse for clinical research, quality measurement, and other purposes.

Caveat #5: EHRs may Present Multiple Sources of Data That Affect Data Provenance

Another critical issue that contributes to the difficulty of reusing operational data for research purposes is data provenance, which is the understanding of the authoritative or definitive source(s) of a given measure or indicator of interest, given the existence of multiple potential sources for such a variable (ie, “knowing where your data come from”). Data provenance is concerned with establishing and systematically using a data management strategy that ensures that definitive findings are derived from multiple potential source data elements in a logical and reproducible manner.

For example, given a scenario where we would like to determine if a patient has received a given medication, there may be multiple possible data sources, namely: (1) order entry data, which may indicate an intent to give a medication to a patient; (2) pharmacy data, which may indicate the availability of the given medication for administration to a patient; (3) the medication administration record; and (4) medication reconciliation data, which aims to reconcile what a patient is supposed to receive and actually receives. Unfortunately, none of these elements indicate the ground truth of medication administration, but rather serve as surrogate measures for such ground truth (eg, there is not a single variable that directly measures or otherwise indicates the physical administration of the medication in question).

An example of this is illustrated in Figure 1.

Caveat #6: Data Granularity in EHRs may not Match the Needs of CER

Data granularity is the level of detail or specificity used to encode or otherwise describe a measure or indicator of interest (ie, “knowing what your data mean”). At a base level, this issue is important due to the wide variation of data granularity that results from the various reasons for data capture. For example, diagnostic codes assigned for billing purposes may, due to regulatory and documentation requirements, be generalized to a broad class of diagnosis (eg, a patient with a set of complex cytogenetic and morphologic indicators of a preleukemic state would be described as having “myelodysplastic syndromes” for billing purposes—an indicator of a broad set of such conditions, rather than a specific subset). In contrast, data collected for the purposes of clinical subspecialties, intended to elucidate the etiology or contributing factors surrounding the initial diagnosis or treatment planning for a disease state may be highly granular and provides detailed descriptions of data types and subtypes that contribute to an overall class of diagnosis (eg, extending the previous example, a research study might include specific variables corresponding to the cytogenetic and morphologic indicators underlying an overall diagnosis of myelodysplastic syndromes).

Caveat #7: There are Differences Between Research Protocols and Clinical Care

The research and theoretical concerns cited above show that there are many documented challenges to reuse of clinical data for research that are related to the data themselves. There are differences in methods and purposes...
between clinical care and research. Research protocols tend to be highly structured with strict definitions of inclusion and exclusion criteria, data collection that is thorough and rigorous, treatment assignment is often randomized, follow-up visits are scheduled at prespecified intervals, and medication use is closely monitored. Clinical care, in contrast, is geared
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**FIGURE 1.** Example model of data provenance challenges associated with the identification of data related to medication administration.

<table>
<thead>
<tr>
<th>TABLE 1. Data Idiosyncrasies for Use of Operational Electronic Health Record Data in Comparative Effectiveness Research</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>Diagnostic</td>
</tr>
<tr>
<td>uncertainty</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Diagnostic</td>
</tr>
<tr>
<td>timing</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Treatment</td>
</tr>
<tr>
<td>choice and</td>
</tr>
<tr>
<td>timing</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Treatment</td>
</tr>
<tr>
<td>follow-up</td>
</tr>
</tbody>
</table>

MI indicates myocardial infarction.
toward patient needs. Treatments are assigned based on clinical impression of benefit balanced with patient wishes, data collection is limited to what the clinician believes is necessary, follow-up visits are scheduled at different intervals depending on clinical and nonclinical factors, and assessments of patient preferences are inconsistent at best. There are many common “idiosyncrasies” in clinical data that are enumerated and described in Table 1.

INFORMATICS FRAMEWORK FOR ADDRESSING CAVEATS

To address the full gamut of caveats related to the reuse of clinical data for CER and other types of research, it is helpful to have a framework to categorize the major issues at hand. One way to organize these findings is to think along a continuum historically used in biomedical informatics that comprises data, information, and knowledge. Fundamentally, discovery requires the collection of observations (data), making sense of these observations (making the data meaningful, or transforming data into information) and deriving justified true belief (knowledge) based on this information. For example, we can collect data regarding smoking and lung cancer across institutions, map these data to a common standard to ensure that they are compatible (information) and look for correlations to determine whether smoking is associated with lung cancer (knowledge). This provides us a structure for understanding the challenges we face in reusing clinical data. Figure 2 shows the caveats and their influences on data, information, and knowledge.
Probably most critical to the success of using EHR data for CER and other types of research is the promotion of policies calling for, mandating, or providing incentives for the universal adoption of standards-based, interoperable health care data, captured seamlessly across the diverse sites where patients receive care. Other sources of data should be accessible as well, such as those in the public health system. Data use may be further enhanced by integrated personal health records and other sources of patient-collected data (eg, sensors). All of these sources, when use is allowed by appropriate patient consent, will allow us to compare and learn what is truly effective for optimal health and treating disease.

The opportunities for using operational EHR and other clinical data for CER and other types of clinical and translational research are immense, as demonstrated by the studies cited in the introduction to this paper. If used carefully, with assessment for completeness and appropriate statistical transformation, these data can inform not only the health of individuals, but also the function of the larger health care system. However, attention must be paid to the caveats about such data that are raised in this paper. We also hope that the caveats described in this paper will lead the health care system to strive to improve the quality of data, through attention to standards, appropriate health information exchange, and usability of systems that will lead to improved data capture and its use for analysis. Development of a clinical research workforce trained to understand nuances of clinical data and its analytical techniques, and development of guidelines and practices for optimal data entry, structure and extraction should be part of a national research agenda to identify and implement optimal approaches in the use of EHR data for CER.
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