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Abstract
Clinical information retrieval (IR) plays a vital role in modern healthcare by facili-
tating efficient access and analysis of medical literature for clinicians and research-
ers. This scoping review aims to offer a comprehensive overview of the current state 
of clinical IR research and identify gaps and potential opportunities for future stud-
ies in this field. The main objective was to assess and analyze the existing literature 
on clinical IR, focusing on the methods, techniques, and tools employed for effective 
retrieval and analysis of medical information. Adhering to the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines, we con-
ducted an extensive search across databases such as Ovid Embase, Ovid Medline, 
Scopus, ACM Digital Library, IEEE Xplore, and Web of Science, covering publica-
tions from January 1, 2010, to January 4, 2023. The rigorous screening process led 
to the inclusion of 184 papers in our review. Our findings provide a detailed analy-
sis of the clinical IR research landscape, covering aspects like publication trends, 
data sources, methodologies, evaluation metrics, and applications. The review 
identifies key research gaps in clinical IR methods such as indexing, ranking, and 
query expansion, offering insights and opportunities for future studies in clinical IR, 
thus serving as a guiding framework for upcoming research efforts in this rapidly 
evolving field. The study also underscores an imperative for innovative research on 
advanced clinical IR systems capable of fast semantic vector search and adoption of 
neural IR techniques for effective retrieval of information from unstructured elec-
tronic health records (EHRs).
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1 Introduction

The amount of information available in electronic health records (EHRs) has grown 
rapidly in recent years. The clinical information in EHRs encompasses many dif-
ferent aspects of a patient’s care, including conditions, various examination results, 
medical treatments, and therapeutic effects, which can be used for clinical decision 
support and a variety of secondary purposes [1–3]. The rapid expansion of EHRs 
has made it essential to have accurate and efficient access to relevant medical infor-
mation contained within these documents. Despite the fact that several EHR com-
ponents can be structured, 80% of EHRs are unstructured and inserted as free-text 
clinical notes [4]. Therefore, the ability to effectively search the clinical information 
embedded in the free-text clinical notes is essential for the effective utilization of 
patient-related information to improve medical practice and patient care, as well as 
to facilitate clinical research [5]. 

Information retrieval (IR) is a technique used by search engines to store, retrieve, 
and rank documents from a large collection of text documents based on users’ que-
ries [6]. It is a field of study that encompasses the design, development, and evalua-
tion of systems and methods for the identification and retrieval of relevant informa-
tion from a large corpus of documents. IR allows clinicians, medical staff, and other 
users to rapidly retrieve relevant information from enormous free-text EHRs, mak-
ing it a very effective technique. Clinical IR is a specific type of IR that refers to the 
process of locating and accessing relevant medical information in various clinical 
textual data sources to facilitate clinical practice and research. Clinical IR research 
focuses on innovating the conventional IR infrastructures and methodologies to meet 
the information needs in clinical applications. In the clinical or biomedical domain, 
users may include clinicians, researchers, nurses, and other healthcare workers with 
varying information needs. For instance, healthcare professionals may search on dis-
ease-related keywords for retrieving patient cohorts from EHRs, or researchers may 
search existing literature for evidence of a rare disease.

Since unstructured medical texts predominate in EHRs, it is challenging to auto-
matically identify critical information from unstructured EHRs for clinical practice 
and research. In addition, these documents may have a complex structure and con-
tain misspelt terms and abbreviations, making retrieval difficult for typical database 
querying tools. Consequently, standard database querying approaches, such as struc-
tured query language (SQL), may produce inaccurate results with low recall. We 
require IR systems, such as ad hoc search engines, capable of handling the semantics 
and pragmatics of the complex text in EHRs [7]. Therefore, it is crucial to develop 
clinical IR systems that manage medical data to meet user requirements.

2  Background

IR is a scientific discipline that deals with the representation, storage, and retrieval 
of relevant information from a large collection of documents based on the user’s 
information needs [8]. IR systems have existed in the field of computer science for 
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more than 50 years. Early IR systems were mainly used by librarians to retrieve doc-
uments in their document store. In the mid-1990s, with the rise of the World Wide 
Web, a plethora of new forms of data—structured, semi-structured, and unstruc-
tured—proliferated over the internet. This created the need for more advanced IR 
systems. Libraries, legal and medical databases, desktop search engines, social 
media, mobile search engines, question-answering services, and chatbots are just a 
few examples of how IR systems have evolved over time.

Even though the applications of IR systems differ in each domain, the fundamen-
tal process of IR remains the same. Figure 1 illustrates a basic IR process diagram. 
In an IR system, the first step is to index the documents. Indexing is the process of 
structurally organizing all the data structures in a document collection, which stores 
the embedded information in all the documents into a single structure called an 
index. This process facilitates efficient storage and retrieval of data in an IR system. 
Inverted indexes are one of the most widely used indexing methods due to the fact 
that they enable quick and efficient searches of enormous document collections. It is 
called an “inverted” index because it saves a mapping between the words or phrases 
that appear in a document and the papers in which they appear, as opposed to storing 
a mapping between the documents and the terms they include. Each word or term in 
a standard inverted index is associated with a list of documents in which it appears. 
For instance, if the phrase “patient” appears in documents 1, 4, and 7, the inverted 
index may have the item “patient: [1, 4, 6]”. When a user submits a query for the 

Fig. 1  A basic IR process diagram
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term “patient,” an inverted index can quickly look up the list of documents contain-
ing that term and return them to the user.

Querying refers to the process of searching relevant documents or other informa-
tion in response to a particular request or query. Typically, one or more keywords or 
phrases are entered into a search interface or system as a search query. Then, after 
searching through its index or collection of documents, the IR system returns the 
documents that are most pertinent to the query. In addition to keyword searches, 
many IR systems provide advanced query types, such as Boolean queries, which 
enable users to specify more complicated search parameters and use logical opera-
tors. Query reformulation is often done to refine the query based on user feedback 
on the retrieved documents. The process of modifying or adding new search terms to 
a query in order to expand the search space is known as query expansion.

Ranking is the process of providing a relevance score to each page in a collec-
tion based on how closely it corresponds to a certain query or request. The ranking 
algorithm matches the user query with the document index and retrieves the rel-
evant documents [9]. Ranking is used to establish the order in which search results 
are given to the user in an IR system, with the most relevant results appearing first. 
There are numerous ways to rank documents in an IR system, and the ranking algo-
rithm employed can have a substantial effect on the quality and efficacy of search 
results. The following are examples of common ranking algorithms used in IR 
systems:

• Boolean models: These use Boolean logic to determine the relevance of docu-
ments to a given query. The ranking is binary, meaning that documents are either 
relevant or not relevant to the query, based on the presence or absence of key-
words.

• Vector space models: These represent documents and queries as vectors in a 
high-dimensional space. The ranking is based on a similarity score between the 
vectors (e.g., the cosine of the angle between the vectors). Document vectors 
with higher similarity to the query vector indicate higher relevance of the docu-
ment to the query.

Term frequency-inverse document frequency (TF-IDF): Given a term in a 
query, TF-IDF is a ranking method used to measure the importance of the 
term in a document relative to an entire corpus of documents. It calculates the 
importance of terms by multiplying the frequency of the query term in a docu-
ment (TF) by the inverse of the number of documents in a corpus that contain 
that term (IDF).
Best Match 25 (BM25): BM25 is a probabilistic ranking algorithm that cal-
culates relevance scores for a document based on (similar to TF-IDF) the fre-
quency of query terms within the document. It takes into account the docu-
ment length and corpus term frequency and also incorporates user-adjustable 
parameters (k1 and b) for fine-tuning the relevance scores.

• Statistical language models: These use statistical techniques to model the prob-
ability of a query given a document. The ranking is based on a likelihood score, 
with higher scores indicating higher relevance.
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• Learning-to-rank models: These use machine learning techniques to learn a 
ranking function from labeled data. These models can be trained on a variety of 
features, such as the relevance of a document, the term frequency, or the click-
through rate. Deep learning–based models use deep neural networks to learn 
complex representations of documents and queries. These models can be trained 
on a variety of data and can be used for a variety of tasks, such as document 
retrieval or question answering.

Re-ranking is a technique used in IR systems to enhance the quality and rel-
evance of search results by accounting for extra context or user preferences. It 
is the process of changing the relevance score of documents depending on new 
factors or information. Re-ranking can be applied in a variety of ways in an IR 
system. One such method, referred to as relevance feedback, involves improving 
the retrieval system based on user evaluation of the ranked list. The feedback 
could be the conventional relevance check (relevant or non-relevant) or the click 
through rate (CTR) for Internet webpage retrieval. The ranking algorithm is 
modified by learning from the retrieval errors as per user feedback. Re-ranking 
can also be used to incorporate additional data sources, such as external data-
bases, or user feedback, such as ratings.

Clinical text encompasses a set of unstructured EHR documents that are dis-
tinct from general documents, medical literature, and online health resources. 
These documents have unique features, such as the use of medical terms, abbre-
viations, and context-specific phrases, all of which pose challenges for IR sys-
tems. These challenges require specialized indexing and ranking methods that 
consider the peculiarities of clinical text, which general IR systems would not 
account for.

Clinical IR uses IR methodologies to improve access to clinical information, 
which includes patient-specific free-text EHR documents from hospitals and 
providers. Thus, Clinical IR can also be defined as the process of accessing and 
using this clinical information in order to support clinical decision-making and 
improve patient care. Patient-specific information is of interest to a wide vari-
ety of users, including researchers, clinicians, and clinical trial experts. Despite 
increased interest in IR among clinical informatics professionals and improve-
ments in IR techniques over the past few decades, the majority of clinical IR sys-
tems rely on conventional IR technologies.

3  Related Work

The primary rationale for conducting this review is the absence of concise 
information on the latest literature of clinical IR. IR is a crucial field that has 
seen significant advancements in recent years, particularly in the area of bio-
medical literature. A recent review by Tamine and Goeuriot [10] provides an 
overview of IR applications and challenges in medical texts, mainly focusing 
on biomedical literature. The review highlights the importance of IR in the bio-
medical domain and the various challenges faced while working with medical 
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texts. Similarly, a book by Hersh [6] delves into the principles and techniques 
of IR as applied to the field of health and medicine. The book provides an in-
depth exploration of the various techniques used in IR and how they can be 
applied to the field of medicine.

While the abovementioned works provide a broad picture of IR applications 
and challenges in the medical domain, they mainly focus on biomedical litera-
ture. In contrast, this paper aims to fill a gap in the literature by conducting 
a comprehensive examination of methodologies, implementations, tools, and 
applications of IR specifically in the clinical domain, with a focus on free-text 
electronic health record (EHR) data. EHRs are an essential source of patient 
information, and their proper management is crucial for providing efficient 
and effective healthcare. However, the sheer volume of data present in EHRs 
makes it challenging to extract relevant information. IR techniques can be used 
to improve the retrieval of relevant information from EHRs, making them more 
useful for both clinicians and researchers.

Other studies in the field of IR in healthcare and medicine include Himani 
and Dattani [11] who provide a survey on medical IR, Gudivada and Tabrizi 
[12] who review machine learning-based medical IR systems, Daei et  al. [13] 
who examine physicians’ clinical information seeking behavior, Montani and 
Striani [14] who survey artificial intelligence in clinical decision support, 
and Khattak et  al. [15] who review word embeddings for clinical text. While 
these papers provide valuable insights into specific aspects of IR in the field of 
health and medicine, none of them provides a comprehensive overview of the 
methods used for clinical IR, specifically focusing on the use of IR techniques 
to improve the retrieval of relevant information from EHRs. The only paper 
which provides a detailed explanation of some of the retrieval methods used in 
unstructured EHR-based clinical IR practice is by Lopus [13]. However, this 
study still lacks information about patient cohort retrieval models, details about 
evaluation, shared tasks, and applications related to clinical IR.

The field of clinical IR has been relatively under-explored. This paper 
aims to fill these gaps by providing a comprehensive examination of the vari-
ous techniques, tools, and methodologies used for IR on EHRs; the evaluation 
strategies, various shared tasks organized in clinical IR community; and vari-
ous applications of IR in the clinical domain. Additionally, it aims to provide 
a summary of the current state-of-the-art and lay the groundwork for the next 
generation of systems in the field of clinical IR. Although the technologies and 
applications may overlap with biomedical literature, this paper provides a spe-
cific focus on the IR of clinical documents, making it a valuable resource for 
researchers and clinical practitioners in the field.

 Finally, we  will also  provide insights on the current limitations and chal-
lenges faced in clinical IR and identify opportunities for improvement in the 
field. Our ultimate goal is to contribute to the advancement of clinical IR sys-
tems by highlighting the areas that need to be addressed and providing recom-
mendations for future research and development.
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4  Methods

4.1  Data Sources and Search Strategies

The review was conducted on the basis of Preferred Reporting Items for System-
atic Reviews and Meta-Analyses (PRISMA) guidelines [16]. Figure 2 depicts the 
PRISMA flow diagram of the article screening and identification process. We 
conducted a comprehensive search of several databases from January 1, 2010, to 
January 4, 2023. We selected this time range because the HITECH act for EHR 
was passed in 2009, which provided incentives to healthcare providers to adopt 
and demonstrate “meaningful use” of EHRs. This led to a widespread imple-
mentation of EHR systems during 2010 and 2011. Therefore, the papers pub-
lished after 2010 provide a more accurate representation of the current state of 
research in clinical IR as it relates to EHRs, as many of the papers before 2010 

Fig. 2  Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram of 
the article screening and identification process
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may not have had access to the same amount of EHR data and may not have 
been able to address the same challenges and issues.

The search strategy was designed and conducted by an experienced librarian 
with input from the study’s principal investigator. We only included journal arti-
cles and conference proceedings that were published in English. The databases 
included Ovid Embase,  Ovid Medline  Scopus, ACM Digital Library, IEEE 
Xplore, and Web of Science. The detailed search strategy listing all search terms 
used and how they are combined is available in the Appendix.

4.2  Article Selection

A total of 985 articles were retrieved from five libraries, of which 469 articles 
remained after deduplication. To filter out articles that did not actually focus on the 
EHR-based clinical IR process, the articles were manually screened based on the 
title, abstract, and method sections. Papers that did not mention the details of the 
clinical IR method used and that did not include EHR-based IR methods were elim-
inated. This helped to ensure the quality and reliability of the papers included in 
the review. Articles without full text or methodology description were excluded as 
well. Following this screening process, 184 articles remained to be comprehensively 
reviewed by the study team. The papers were categorized into the following broad 
types during the full-text review: (1) Methodology, (2) Application, and (3) Review. 
A paper was categorized as “methodology” if it focused on the development and 
evaluation of new methods or techniques for clinical IR. A paper was categorized 
as “application” if it described the use of existing clinical IR methods in real-world 
scenarios. Those categorized as “review” provide an overview of a particular area 
of clinical IR research. Those papers that could potentially fall into more than one 
category were carefully evaluated and categorized based on the primary focus of the 
paper. This categorization allows for a separate and comprehensive review of the 
methodology and application sections.

5  Results

This section presents an in-depth analysis of the publication sources and venues of 
all 184 papers that were selected for the review. We begin by presenting a summary 
of the year-wise distribution of papers and publication venues in the field of clini-
cal IR research, over the 13-year time frame of the review. Next, we analyze the 
content and type of the articles published in clinical IR research, providing insights 
into the areas of research being conducted in the field. We then present the existing 
tools available for clinical IR as presented in the reviewed literature, summarizing 
the methods used in clinical IR research and providing a detailed insight into the 
available algorithms and frameworks for clinical IR. Additionally, we  consolidate 
the evaluation methods and metrics used in these papers, providing a comprehensive 
overview of the various metrics used to evaluate the performance of clinical IR sys-
tems. Then we provide a brief summary of clinical IR shared tasks, giving readers 
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an overview of the publicly available datasets for clinical IR research. Finally, the 
last part of the section describes the practical IR applications in the clinical domain, 
including patient cohort detection, chart review, and others.

As shown in Fig. 3, there is a clear upward trend in the papers published on clini-
cal IR from 2010 (n = 7) through 2018 (n = 26). This trend can be directly corre-
lated to the increasing number of EHR-related publications from 2009 to 2015 [17]. 
However, subsequent years witnessed a downtrend and stagnation in the number of 
publications, with a shift in focus towards clinical IR applications. The downtrend 
may be attributed to several factors such as a shift in the TREC clinical shared tasks 
from EHR-based retrieval systems to other applications and a lack of new annotated 
clinical IR datasets being released during this time frame.

5.1  Publication Venue

After careful analysis of the 184 papers, we segmented the papers into the type of 
publication—journal article or part of conference proceedings. We observed that 
114 articles were published in journals, while 70 papers were published in confer-
ence proceedings. From 2010 to 2014, clinical IR-related papers were predominantly 
published in conference proceedings, as illustrated in Fig. 4. This is partly due to the 
clinical IR shared tasks in conferences like the Text REtrieval Conference (TREC) 

Fig. 3  Distribution of clinical IR publications per year
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in early 2010s. These shared tasks involve making annotated data available to par-
ticipants who compete to develop algorithms for specific IR tasks. With the avail-
ability of more annotated data and a standardized evaluation framework provided 
by the shared tasks, researchers are able to develop and compare different methods 
more effectively, which may have led to the rise in published clinical IR articles in 
conference proceedings.

Since 2015, there has been a rapid increase in the number of clinical IR articles 
published in journals. This increase in publications can potentially be attributed to 
the greater adoption of EHRs within healthcare systems, which has led clinicians 
and healthcare professionals to identify the necessity for more sophisticated search 
engines. Therefore, the growing demand for advanced clinical IR systems and their 
potential applications in healthcare may have contributed to the observed increase in 
the number of articles published in clinical and informatics journals.

We observed that the 184 papers were published in 107 unique venues, of which 
51 are conferences and 56 are journals. Overall, the publication venues with three or 
more papers are (1) “Journal of Biomedical Informatics” (n = 8), (2) “BMC Medical 
Informatics & Decision Making” (n = 7), (3) “JMIR Medical Informatics” (n = 7), 
(4) “IEEE International Conference on Healthcare Informatics” (n = 6), (5) “Journal 
of the American Medical Informatics Association” (n = 6), (6) “Medical Informat-
ics in Europe Conference (MIE) (n = 5)”, (7) “JAMIA Open” (n = 4), (8) “AMIA 
Annual Symposium Proceedings” (n = 4), (9) “MEDINFO” (n = 4), and (10) “IEEE 
International Conference on Bioinformatics” (n = 3). “Applied Clinical Informatics,” 

Fig. 4  Categorization of publication types
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Fig. 5  Top 13 publication venues for clinical IR articles
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International Journal of Medical Informatics,” and “Journal of Biomedical Informat-
ics and IEEE Access” also have 3 publications on clinical IR.

Figure  5 shows that out of the top 13 publication venues, 8 are journals. This 
trend is likely influenced by the practical applications of clinical IR in areas such 
as treatment and diagnostics, as compared to the computer science field, which may 
place a greater emphasis on theoretical study and tend to publish more in confer-
ences. The emphasis on practical applications in clinical IR may have encouraged 
researchers to prioritize the development and evaluation of methodologies and their 
applications rather than theoretical study. Additionally, the medical domain has a 
historical preference for publishing in journals over conferences, which may also 
contribute to the preponderance of journal publications in the clinical IR research 
community.

We also observed a tail in the distribution count of publication venues, where a 
large number of journal and conference proceedings venues have just one clinical IR 
publication. The dispersed distribution of papers across different venues indicates 
that studies on clinical IR are highly segmented, which makes it essential for a scop-
ing review to gather the findings and trends together in one central location. Our 
paper aims to fulfill this need by providing a comprehensive overview of the field, 
consolidating the dispersed research in one place.

Fig. 6  Categorization of clinical IR article types
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5.2  Article Type

We further analyzed the type of the clinical IR publication and segmented the 
164 papers into one of the following categories: (1) Application, (2) Method, or 
(3) Review, as shown in Fig. 6. The majority of the papers (n = 118, 64.13%) are 
Method papers, which detail novel approaches to clinical IR system design, includ-
ing novel algorithms, frameworks, and procedures. The next most common type was 
Application studies (n = 56, 30.43%); articles in this category discuss the use and 
implementation of clinical IR. The remaining publications (n = 10, 5.43%), Reviews, 
include surveys and reviews of current technologies for query expansion and seman-
tic search.

5.3  Implementations

In this section, we present an overview of the different IR methodologies present 
in the literature, dividing the discussion into two subsections: clinical IR tools and 
methodologies. The clinical IR tools subsection focuses on IR tools and systems that 
have been developed or implemented for the clinical IR. The methodologies subsec-
tion discusses querying, indexing, and ranking methodologies that have been pro-
posed and evaluated in the field of clinical IR.

5.3.1  Clinical Information Retrieval Tools

Traditionally, SQL-based searching or querying systems were used to build clinical 
IR systems, but these were not effective in searching the highly unstructured free-
text EHR data [18]. Consequently, advanced clinical IR tools are now being devel-
oped using more modern search engine techniques.

IR Tools Lucene is a Java-based IR tool that provides a set of APIs for building full-
text search on documents [19]. It includes tools for indexing, searching, and rank-
ing documents, as well as support for various query types, such as Boolean query 
searches. Lucene is widely used as the foundational tool for building custom search 
applications and is also used as the core search engine in many commercial products.

Solr is an open-source enterprise search platform built on top of Lucene [20]. It 
provides a standalone server that can be used to index and search large collections of 
documents, as well as a rich set of features for managing and scaling search applica-
tions, including support for distributed search and faceted navigation. Solr is com-
monly used to build search applications for websites, intranets, and other large-scale 
systems.

Elasticsearch is an open-source full-text search engine, which provides a distrib-
uted indexing system on the top of Lucene. Many clinical IR systems have been 
developed leveraging Elasticsearch, some of which are as follows. Researchers from 
Mayo clinic developed a distributed infrastructure with two Hadoop clusters to pro-
cess the HL7 messages into an Elasticsearch index. This Elasticsearch index could 
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provide high-speed text searching (0.2 s per query) on an index containing a dataset 
of 25 million HL7-derived JSON documents [21]. SigSaude is another platform that 
integrated patient information from student-run clinics of the Federal University of 
Rio Grande do Norte. The platform was built on top of an Elasticsearch index, and 
the data views were created using Kibana [22].

Lemur is a research project focused on developing IR and natural language pro-
cessing techniques for use in large-scale search applications [23]. It includes tools 
for indexing, searching, and evaluating the performance of IR systems, as well as 
support for a variety of advanced features such as query expansion and language 
modeling. Lemur is primarily used as a research platform and is not as widely used 
as Lucene, Solr, or Elasticsearch in commercial applications.

5.3.2  IR Systems

Essie is a concept-based search engine developed by NIH, with concept-based 
query expansion and probabilistic relevancy ranking [24, 25]. Lucene-based search 
engines have long been used for clinical IR and patient cohort detection [26, 27]. 
Yadav et al. proposed a modified Apache Lucene ranking algorithm based system 
which has an feedback system based on the number clicks and likes-dislikes for the 
search results [28].

EMERSE (Electronic Medical Record Search Engine), launched in 2005, is one 
of the earliest non-commercial EMR search engines. EMERSE supports free-text 
queries and has been used by many hospital systems. Researchers from the Univer-
sity of Michigan documented how EMERSE has been used in their hospital sys-
tem, enabling the retrieval of information for clinicians, administrators, and clini-
cal or translational researchers [29]. EMERSE uses clinical narratives and may not 
be the best search engine if queries involve structured electronic health record data 
such as demographic information or lab tests. EMERSE has been successfully used 
in screening clinical notes to identify patient cohorts, such as to identify glaucoma 
patients with poor medication compliance [30].

CogStack is an IR system which was built to integrate document retrieval and 
information extraction for a large UK NHS Trust [31]. The CogStack platform 
includes a stack of services that enable full-text clinical data searches, real-time risk 
prediction, and alerts for advanced patient monitoring [32]. Wang et  al. used the 
CogStack platform to implement real-time psychosis risk detection and an alerting 
service in a real-world EHR system. This is the first study to create and use early-
stage psychosis detection and alerting system in clinical practice [32].

MetaMap is a common natural language processing tool utilized in constructing 
IR systems [33]. MetaMap is a tool developed to retrieve relevant MEDLINE cita-
tions based on queries of the user. It allows one to search for the titles and abstracts 
of MEDLINE citations by mapping concepts in the text to the UMLS Metathesau-
rus. Researchers create simple hashes that map the Concept Unique Identifiers (CUI) 
from MetaMap to patient records [26, 34]. The US National Library of Medicine 
(NLM) manages the MEDLINE/PubMed database, which contains bibliographic 
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references to biomedical articles. Users can download these MEDLINE/PubMed 
records for research purposes.

CDAPubMed is an open-source web browser extension developed in 2012 to 
incorporate EHR elements into biological literature retrieval methods [35]. The 
Retrieval And Visualization in ELectronic health records (RAVEL) project aims at 
retrieving relevant elements within the patient’s EHR and visualizing them. They 
proposed implementing an extensive industrial research and development effort on 
the EHR while taking the following factors into account: IR, data visualization, and 
semantic indexing [21, 36]. Medreadfast is a hybrid browser designed specifically 
for combining an EHR keyword search over an automatically inferred hierarchical 
document index [37].

Although most of these tools were developed between 2005 and 2012, it can be 
observed that they are still used for clinical IR research. This suggests that more 
advanced clinical IR methods—utilizing advanced machine learning techniques—
could be integrated into these already-established workflows to improve their effi-
ciency and effectiveness.

5.3.3  Clinical Information Retrieval Methodologies

This section summarizes the methods used in the reviewed articles for the following 
three IR components: querying, indexing, and ranking.

Query Methods Keyword search is the simplest technique to search over free-text 
EHRs. It involves identifying and searching for the lexicalized (surface) forms of 
specific words or phrases within a collection of EHR documents or a clinical data-
base. To perform a keyword search, the user enters a query containing one or more 
keywords into the search field of a search engine or database. The keyword search 
engine then looks for documents or records that contain those keywords and returns 
a list of results ranked according to the number of occurrences of these keywords. 
Early clinical IR systems used keyword search, which did not always return the most 
relevant or accurate results, particularly if the keywords used in the query were too 
broad [38]. Studies demonstrated that this method may not be well suited for search-
ing for more complex clinical information as it relies on the surface form of query 
terms rather than the underlying semantics of the search query [37].

The limitations of keyword-based search led to the development of more 
advanced querying and ranking systems that could interpret the semantics of com-
plex clinical texts in EHRs. One such limitation is the issue of negation, which can 
lead to retrieving irrelevant documents despite containing the query keywords. The 
presence of a query keyword does not always imply that the document is relevant. 
For instance, “no family history of cancer” could be retrieved for a query to search 
patients with “cancer”. This issue of negation has to be addressed to avoid retrieving 
EHRs that contain phrases in contexts that are not relevant to the query. Garcelon 
et al. tried to address this problem by extracting subtexts from each original patient 
record and classifying them into 4 categories: “patient–not negated”,”patient–
negated”,”family history–not negated”, “family history–negated” [39]. By using 
contextual information, such as negation, temporality, and the subject of clinical 
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mentions, semantic contexts can be incorporated into an Elasticsearch-based index-
ing/scoring system [40, 41].

Ontology is the formal representation of a set of concepts and their interactions 
within a domain. It helps to classify, annotate, and query biological data by organ-
izing and standardizing the information within a certain area [42]. Ontologies and 
other knowledge-based resources are used to extract the semantic nature and associ-
ations of medical terms, which are then used at the record level to infer the patient’s 
overall medical history [43–45]. Semantic search enhances the representation of 
both queries and free-text EHRs by expressing concepts and their contexts. In 2011, 
Gurulingappa et al. developed a computational platform for clinical IR with the aim 
of exploring clinical ontology-based semantic search techniques [46]. Afzal et  al. 
proposed query generation from Medical Logic Modules (MLMs) [47] where they 
built different query sets from the concepts used in MLMs. These sets were then 
expanded with domain ontology derived from SNOMED CT. More details about 
semantic search will be discussed in later sections of this paper.

Concept-based information retrieval (CBIR) is a type of IR system that uses con-
cepts, or high-level abstractions, to represent and index the content of documents. 
These concepts are typically derived from the words and phrases that appear in the 
documents and are organized into a hierarchy or ontology to provide a more intuitive 
and meaningful representation of the information. This method can be more effec-
tive than a traditional keyword-based search, as it offers less opportunity for ambi-
guity and vocabulary mismatch. In these systems, queries and documents are stand-
ardized from their original terms to concepts from medical ontologies. Early uses 
of CBIR for biomedical literature [48] have been ported to use for clinical IR using 
SNOMED CT concepts [7, 47, 49]. Researchers used MetaMap to identify UMLS 
concepts and to map the UMLS and SNOMED concept ID in the EHRs with the 
queries [49]. Formal concept analysis (FCA) is another method to derive the concept 
hierarchy and match it with the indexed documents [50, 51].

Query expansion is another mechanism through which concepts can be integrated 
into the query. Instead of altering the query to a concept-based representation, the 
sets of synonyms in an ontology accompanying the concepts found in the query are 
added as additional query terms. This has been used, for instance, to perform query 
expansion using the UMLS Metathesaurus [52–55]. Topic modeling is a technique 
used in natural language processing to identify and extract the main themes in a col-
lection of text documents. It can be used to expand patient queries by identifying 
related concepts and keywords that are present in the EHR notes but not included 
in the original query [7]. As with UMLS and SNOMED-based query expansion, 
MeSH-based query expansion has also been utilized [56].

Clinical IR queries can be mapped to a common data model, like the Observa-
tional Medical Outcomes Partnership (OMOP) Common Data Model, to standard-
ize queries. This involves the extraction of entity mention types from patient-level 
IR queries and mapping them to a subset of OMOP data fields [57]. Wen and col-
leagues proposed an empirical data model that is implemented to cover major entity 
mention types in cohort identification tasks [40]. They investigated the Clinical Data 
Repository tables from the Mayo Clinic and Oregon Health & Science University to 
map the corresponding fields in both a structured and an unstructured format to the 
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proposed data model. In 2020, Shi et al. investigated the relationship between differ-
ent querying approaches and the characteristics of the cohort definition structure or 
query taxonomy. But even after developing a 59-parameter taxonomy, they failed to 
find any significant associations [58].

Modern IR systems frequently utilize automatic query expansion to increase 
the search space, as the original query may be too narrow or ambiguous, or the 
search terms may not accurately capture the relevant information. The reformulated 
query with the expansion terms achieves better results than the original query. The 
expanded query can be used to obtain more accurate and relevant information from 
EHRs, which can aid in making better clinical decisions and improving patient out-
comes. In clinical IR, researchers have proposed several methods for query expan-
sion based on features of medical language and clinical needs [46]. Semantic query 
expansion (SQE) techniques use semantically similar terms to expand the queries 
[50, 51]. Based on the meaning of the words in the query, semantic query expan-
sion seeks to develop useful candidate features suitable for query expansion. Utiliz-
ing the clinical associations between terms from ontologies, including knowledge 
of synonyms and hypernym/hyponyms, and semantic relationships among medical 
concepts, such as symptoms, exams and tests, diagnoses, and treatments, led to an 
improvement in the precision and recall values of the IR systems [59]. In a recent 
paper, Wang et al. [60] used a CANDECOMP PARAFAC-alternating least squares 
(CP-ALS) decomposition algorithm to identify latent variables or hidden factors 
within EHRs to enhance the initial query. These latent variables can be used to rep-
resent important concepts or patterns in the EHR data, such as disease progression, 
treatment effectiveness, or patient outcomes. In another study, Kreuzthaler et al. [61] 
used a log-likelihood–based co-occurrence analysis to identify patterns of co-occur-
rence between the ICD-10 codes and the related keywords. By comparing the log-
likelihood of different pairs of terms, this method could identify terms that are most 
likely to be related to each other. The identified co-occurring terms were then used 
to identify possible candidates for expanding the initial query.

Term weighting is the process of assigning a weight to each term in a document 
in order to reflect the importance of that term in the document. This method can be 
used to improve the effectiveness of IR systems by helping them to identify and pri-
oritize the most relevant terms and documents. Semantic term weighting is a type of 
term weighting that takes into account the meaning and context of the terms being 
used, rather than just their frequency within a document. There are a variety of tech-
niques that can be used to calculate semantic term weights, including methods that 
take into account the co-occurrence of terms within a document, the relationships 
between terms, and the overall structure and content of the document. Yang et al. 
proposed an algorithm for SQE by improving expansion term weights [62] and their 
similarity calculation using Word2Vec, GloVe, and BERT [63–65]. Wang et  al. 
proposed an automatic parts-of-speech–based term weighting scheme which itera-
tively calculates the term weight by utilizing a cyclic coordinate method. They used 
a golden section line search algorithm along each coordinate to optimize an objec-
tive function defined by mean average precision (MAP) [66]. Yang et al. weighted 
the terms with semantic similarities and assigned calculated category weights and 
co-occurrence frequencies between expansion terms and multiple query terms. If 
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semantic term weighting is done on an index, instead of the query, we may have 
to deal with two challenges: to determine the meaning of a medical term in a given 
clinical text and to give semantic weights to a large number of terms in the indexed 
clinical texts [67]. Hence, term weighting is done mostly on search queries.

Query expansion using a combination of multiple techniques has been shown 
to produce more effective results than relying on a single expansion system, as 
described in the previous section. Several studies have reported that combining dif-
ferent external resources can significantly improve the effectiveness of query expan-
sion. For instance, some researchers have proposed a method that combines medical 
concept weighting and expansion collection weighting, which has been shown to 
improve retrieval effectiveness compared with uniform weighting methods [68, 69]. 
Specifically, the medical concept weighting approach assigns different weights to 
medical concepts based on their importance in representing the information needs 
of the query, while the expansion collection weighting approach assigns different 
weights to the expansion terms based on their relevance to the collection as a whole. 
The combination of these two approaches has been found to enhance the perfor-
mance of the IR system by capturing both the query-specific and collection-specific 
aspects of relevance.

Relevance feedback is the process of incorporating feedback on the retrieved 
documents. Generally, this is done with manual user feedback (e.g., from data 
collected by users). Pseudo-relevance feedback, however, is an automatic feed-
back mechanism that often improves retrieval performance without manual 
interactions [7]. The Rocchio algorithm is a very popular relevance feedback 
algorithm which models the feedback information as a vector space model. 
Hyperspace analogue to language (HAL) is a method for representing and 
analyzing high-dimensional text data by mapping it into a lower-dimensional 
space, called a “hyperspace,” in a way that preserves the similarity relation-
ships between the text data [70]. Researchers have also proposed a HAL-based 
Rocchio model, called HRoc, to better incorporate proximity information to 
query expansion [71]. Zhu et al. used mixture of relevance models (MRM) [55] 
for building a clinical IR system for discharge summaries. For query expan-
sion, they derived related terms from a relevance model using pseudo-relevance 
feedback.

Multi-modal search enables searching using both text and visuals, as well 
as retrieval that includes images, charts, and other illustrations from relevant 
documents in addition to text. Both text and visual information are included 
in queries and document representation. The use of techniques from the fields 
of natural language processing, IR, and content-based image retrieval allows 
both the text and images to be embedded in queries and document representa-
tion. However, not many researchers have attempted to implement multi-modal 
search systems in the clinical domain. For the scope of time covered in this 
review, we could only find one such study: one by Demner-Fushman et al. [72] 
that used a combination of techniques and tools from the fields of NLP, IR, and 
content-based image retrieval.
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Indexing Methods The index is one of the key components of an IR system. Index-
ing is the process of collecting and managing the data, including its storage, to facil-
itate the efficient IR. In this section, we review different methods for building an IR 
index found in the literature.

Inverted indexes are commonly used in IR systems because they allow for fast 
and efficient searching of large collections of documents. An inverted index acts as 
a map between the terms and the corresponding document to which they belong. 
Numerous papers have been published which used inverted indexing for clinical IR. 
It is particularly useful for handling full-text searches, in which users enter a key-
word or phrase, and the system returns all documents containing that term. Elas-
ticsearch is designed as an inverted index-based search engine to facilitate fast and 
accurate IR [19]. Technically, the projects built on Elasticsearch are indirectly using 
an inverted index-based indexing system [21, 22, 40, 73, 74]. In a recent paper, Dai 
et al. proposed an inverted index-based IR system to find cohorts of patients, with a 
special focus on family disease history [75].

Rule-based indexing is a method of indexing documents in an IR system based 
on a set of predefined rules or criteria. These rules can be used to classify the EHR 
documents into categories, or to extract specific information, such as keywords or 
metadata, from the documents. Rule-based indexing systems typically involve the 
use of software programs or scripts that are designed to parse the documents and 
apply predefined rules to extract the relevant information. Edinger et  al. experi-
mented with rule-based indexing, developing rules for identifying clinical document 
Sects. [25]. Rule-based indexing systems can be efficient and reliable, but they can 
also be inflexible and require significant manual effort to maintain and update the 
rules as the content of the documents changes. JointEmbed is an IR approach that 
automatically generates continuous vector space embeddings that implicitly capture 
semantic information, leveraging multiple knowledge sources such as free-text cases 
and pre-existing knowledge graphs [76]. JointEmbed was used for the medical CBR 
task of retrieving pertinent patient electronic health records, where the quality of the 
retrieval is crucial due to potential health implications.

Ranking Methods A ranking model matches queries with the relevant documents 
and scores each document’s relevance with the query. In this section, we discuss 
about different ranking approaches, ranging from probabilistic models to deep learn-
ing–based ranking methods.

Clinical information can be retrieved and synthesized when using semantically 
similar terms from EHR vectors or embeddings. Vector search is a technique used in 
IR systems to find documents or other data items that match a given query based on 
their vector representation. In a vector search, documents are represented as vectors 
in a high-dimensional space. Various approaches, such as term frequency-inverse 
document frequency (TF-IDF) and word embeddings, can be used to generate these 
vectors. The vectors are then used to calculate the similarity between the query 
and the documents or data items, and the most similar documents or data items are 
returned as search results.
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Vector space models (VSM), which use word vectors or embeddings, are used to 
select similar terms from multiple EHRs and evaluate their performance quantita-
tively and qualitatively across multiple chart review tasks [77]. VSMs have gained 
interest recently with the emergence of deep representation models and vector 
search techniques in IR systems. VSM methods have proved to be efficient in patient 
identification, which retrieves patient records corresponding to a specific treatment 
sequence [78]. In order to find similar terms to support chart reviews, research-
ers introduced a novel vector space model called the medical-context vector space 
model. It is a collection of clinical terms which are normalized with their frequen-
cies in various medical contexts. VSMs are widely used in open-domain IR systems 
because they provide a simple and effective way to represent and compare docu-
ments and queries. They are also relatively easy to implement and can be used in a 
variety of different types of clinical IR tasks, including clinical document classifica-
tion, text similarity, and search.

TF-IDF and BM25 are two of the popular VSM algorithms used in clinical IR. 
TF-IDF is a probabilistic model that reflects how relevant a query word is to a docu-
ment in a corpus. It is calculated by multiplying the term frequency (TF) of a word 
by the inverse document frequency (IDF) of the word. The TF of a word is the num-
ber of times the word appears in a document, while the IDF is a measure of how 
common the word is across all documents in the corpus. TF-IDF has been widely 
used to identify the most important clinical terms or concepts within EHRs [67]. 
Okapi BM25 is also a probabilistic ranking model, which compares each word of 
the query and its number of occurrences in the given document with its frequency 
in the entire document collection [79]. Although BM25 is based on the principle of 
TF and IDF, it takes into account factors such as the frequency of the query terms in 
the document, the length of the document, and the average length of documents in 
the corpus. It also includes a parameter called k1 and b that can be adjusted to fine-
tune the ranking function. By default, Elasticsearch uses BM25 ranking algorithm 
[22, 40, 73, 74], which ensures the scalability of the model by using Elasticsearch’s 
distributed architecture [21]. Hristidis et al. compared a Clinical ObjectRank (CO) 
system using an authority-flow algorithm which exploits the entities associations in 
EHRs to discover the most relevant entities. Their results showed that CO outper-
formed BM25 in terms of sensitivity (65% vs. 38%) by 71% on average, while main-
taining the specificity (64% vs. 61%) [38]. VSMs, such as TF-IDF and BM25, have 
been widely adopted in clinical IR systems due to their ability to effectively rank 
the relevance of documents to a query. However, it has been noted that these mod-
els have limitations in their ability to capture complex concepts and relationships 
within the text. One of the main limitations of vector space ranking models is their 
reliance on term frequency and inverse document frequency as the sole measures 
of relevance. This approach does not take into account the context in which words 
appear in the text, which can make it difficult to capture subtle nuances and relation-
ships between concepts.

A class of techniques known as learning to rank (LTR or LETOR) uses super-
vised machine learning (ML) to address ranking issues. LTR ranks the document 
set based on the relative relevance of each document in the corpus [80, 81]. With 
the recent advancement of deep learning and pre-trained language models (PLM), 
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neural LTR approaches have been adopted in latest clinical IR systems [82]. In their 
research, Arvanitis et  al. proposed a k-nearest document search algorithm to effi-
ciently compute the similarity between two EHRs [83]. In this algorithm, the simi-
larity between two EHRs is measured by comparing their content, represented as a 
set of features, to the content of other EHRs in the corpus.

RankNet, one of the most popular LETOR algorithms, is a supervised learning 
algorithm that uses neural networks to learn the ranking function from the relevance 
judgments. AdaRank is an extension of this algorithm and is a sorting learning 
algorithm for IR that is particularly useful in the context of clinical IR [84]. It is 
designed to optimize the trade-off between relevance and diversity of the retrieved 
documents by iteratively adjusting the weights of the features used to rank the docu-
ments based on feedback from relevance judgments. AdaRank uses loss function to 
measure the difference between the predicted relevance scores and the actual rel-
evance judgments, and it can take into account multiple features such as the text of 
the documents, the author, the publication date, the source, and many other relevant 
pieces of information to rank the documents. In many studies, the AdaRank algo-
rithm has proved to outperform VSMs and to be capable of handling the complex 
and diverse nature of clinical documents like EHRs and improve the performance of 
clinical IR systems [85].

With the success of deep learning–based contextualized language models, neural 
IR systems have been developed, which facilitate the use of contextualized embed-
dings for the task of relevance ranking. BERT (Bidirectional Encoder Representa-
tions from Transformers) [65] is a contextualized language model, which makes 
use of the transformer encoder structure with self-attention mechanisms that learns 
contextual relations between words (or sub-words) in text. BERT-based clinical lan-
guage models like BioBERT [86] and clinical BERT [87] have enabled researchers 
to contextualize query and document embeddings for different clinical IR applica-
tions including patient cohort retrieval. A query with a patients’ target characteris-
tics and document corpus are passed to these language models to retrieve the clinical 
reports of similar patients [82, 88]. Shi et al. [89] proposed an approach that used 
lexicon-driven concept detection to identify relevant concepts in sentences from 
EHRs, and then used these concepts as queries. These queries were used as input to 
train a Sentence-BERT (SBERT) model. In a recent study [90], the authors explored 
the use of masking techniques during the fine-tuning stage of BERT for a reading 
comprehension QA task on clinical notes. The results suggested that transformer-
based QA systems may benefit from moderate masking during fine-tuning, likely by 
forcing the model to learn abstract context patterns rather than relying on specific 
clinical terms or relations.

Re-ranking refers to the process of adjusting the ranking of a subset of docu-
ments that were retrieved using an initial ranking function. The initial ranking func-
tion, such as TF-IDF or BM25, is applied to the entire corpus of documents. The 
re-ranking process then focuses on a specific subset of the top N documents that 
were retrieved by the initial ranking function. The goal of re-ranking is to improve 
the relevance of the top-ranking documents retrieved by the initial ranking function 
or by taking into account additional information or criteria that were not consid-
ered in the initial ranking. Based on expanded search terms and users’ feedback, the 
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retrieved outputs are re-ranked to generate the new ranking scores [41]. Thus, clini-
cal IR becomes a two-step process, where (1) the ranked documents are retrieved by 
the user query and (2) the retrieved documents are retrieved based on the expanded 
query [55]. Kullback–Leibler (KL) divergence, a measure of the difference between 
two probability distributions, which can be used as a way to compare the relevance 
of different documents to a user’s query, was used in a study by Yang et al. to com-
pare the similarity of an EHR document’s content to the contents of other relevant 
documents in their clinical IR system [62]. The documents with the lowest KL 
divergence are considered to be the most similar to the other relevant documents and 
are ranked higher.

Table 1 presents the count of research papers that have employed various method-
ologies within Query Methods, Indexing Methods, and Ranking Methods categories 
in the field of clinical IR, based on the papers reviewed for this study.

While there is a growing interest in using deep learning and language 
model–based approaches, they are not yet widely adopted in the field. Out of 
the papers reviewed, only 12 used deep learning methods, and of those, only 5 
employed pre-trained language models like BERT. In contrast, 39 papers rep-
resented machine learning–based IR methods, and TF-IDF and BM25 together 
constituted more than 70 papers. This suggests that there is a need for more 
research in the area of deep learning and language model–based IR in the clin-
ical domain. Such approaches have the potential to improve the accuracy and 
relevance of retrieval results and thus can play an important role in supporting 
clinical decision-making.

Table 1  Distribution of research 
papers by methodology type and 
specific sub-types in clinical 
information retrieval

Methodology type Sub-type Num-
ber of 
papers

Query methods Keyword search 30
Semantic search 18
CBIR 11
Query expansion 43
Others 5

Indexing methods Inverted index 55
Rule-based 19
JointEmbed 3
Others 2

Ranking methods Vector space model 15
TF-IDF/BM25 72
Learning to rank 17
Neural IR 12
Others 3
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5.4  Evaluation of Clinical IR systems

To measure the efficiency and effectiveness of clinical IR systems, we need the fol-
lowing components:

• A test document collection
• Test query set
• Relevance judgments—labels (relevant or non-relevant) for each query-docu-

ment pair

Test collections are the most common way to evaluate how well IR technologies 
work. Test collections are made up of a list of topics or descriptions of information 
needs, a list of information objects that need to be searched, and relevance judg-
ments that say which information objects are relevant for which topics [91]. The rel-
evance judgments are manually annotated by the domain experts, by labeling each 
document as either relevant or non-relevant to a particular query. In this section, we 
first discuss the test collections available for evaluating clinical IR systems. Then we 
delineate the evaluation matrices used for assessing the performance of clinical IR 
systems.

The absence of publicly available EHR test collections is a significant barrier 
to clinical IR evaluation. Patient data cannot be utilized extensively in informatics 
research due to privacy protection regulations and institutional access restrictions. 
However, there are two publicly accessible EHR test collections for evaluating clini-
cal IR systems:

• Cohort retrieval dataset from the University of Pittsburgh Medical Center 
(UPMC) [92]—which was released as a part of the Text Retrieval Conference 
(TREC) challenge in 2011 and 2012, which will be discussed in the next section. 
The collection contains 17,264 encounters with 93,551 documents on 34 topics 
in 2011 and 47 topics in 2012

• Medical Information Mart for Intensive Care-III (MIMIC-III) [93]—a publicly 
accessible hospital database providing de-identified patient information for about 
40,000 patients admitted to the Beth Israel Deaconess Medical Center in Boston, 
Massachusetts, between 2001 and 2012

Evaluating the performance of an IR system requires taking into account the 
entire ranked list of documents returned by the system, instead of a single decision. 
Table 2 describes the commonly used evaluation metrics, including their definition, 
formula, and the number of papers using them. Precision@k measures precision, but 
only among the top k retrieved documents, as opposed to the conventional precision 
for the complete list. Our study shows that precision@k was used in 57 published 
clinical IR-related papers, which makes it the most commonly used metric for the 
evaluation of clinical IR systems. Physicians search only for a single query at a time, 
so there is only one true positive for each instance of a retrieved document, either 
relevant or non-relevant. Similarly, recall@k measures recall for top-k retrieved 



 Journal of Healthcare Informatics Research

1 3

Ta
bl

e 
2 

 E
va

lu
at

io
n 

m
et

ric
s u

se
d 

in
 c

lin
ic

al
 IR

Ev
al

ua
tio

n 
m

et
ric

D
es

cr
ip

tio
n

Fo
rm

ul
a

N
um

be
r 

of
 p

ap
er

s
Ev

al
ua

tio
n 

to
ol

ki
t

Pr
ec

is
io

n@
k

R
at

e 
of

 re
le

va
nt

 d
oc

um
en

ts
 fr

om
 to

p 
k 

re
tri

ev
ed

 d
oc

um
en

ts
Pr

ec
is

io
n@

k =
 (T

ru
e 

Po
si

tiv
es

@
k)

/(T
ru

e 
Po

si
tiv

es
@

k +
 F

al
se

 P
os

iti
ve

s@
k)

57
Sc

ik
it-

le
ar

n,
 T

re
c_

ev
al

, 
Ir

_e
va

l, 
R

an
k_

ev
al

, 
Se

ar
ch

ev
al

, I
r_

m
ea

su
re

s, 
N

de
va

l, 
R

an
km

et
ric

s, 
G

en
si

m

Re
ca

ll@
k/

se
ns

iti
vi

ty
/h

it 
ra

te
R

at
e 

of
 a

ct
ua

l r
el

ev
an

t d
oc

um
en

ts
 re

tri
ev

ed
 

fro
m

 a
ll 

th
e 

re
le

va
nt

 re
su

lts
Re

ca
ll@

k =
 (T

ru
e 

Po
si

tiv
es

@
k)

/(T
ru

e 
Po

si
tiv

es
@

k +
 F

al
se

N
eg

at
iv

es
@

k)
31

F1
@

k
H

ar
m

on
ic

 m
ea

n 
of

 P
re

ci
si

on
@

k 
an

d 
Re

ca
ll@

k
F1

 sc
or

e =
 2∙

(P
re

ci
si

on
@

k)
(R

ec
al

l@
k)

/
(P

re
ci

si
on

@
k +

 R
ec

al
l@

k)
5

B
in

ar
y 

pr
ef

er
en

ce
-b

as
ed

 m
ea

su
re

 
(b

pr
ef

)
C

he
ck

s w
he

th
er

 re
le

va
nt

 d
oc

um
en

ts
 a

re
 

ra
nk

ed
 a

bo
ve

 ir
re

le
va

nt
 o

ne
s

bp
re

f =
 1/

R
 ×

 ∑
 [1

 −
 (∣

n 
“ 

ra
nk

ed
 h

ig
he

r 
th

an
” 

r∣)
/R

]
6

A
ve

ra
ge

 p
re

ci
si

on
 (A

P)
M

ea
n 

of
 p

re
ci

si
on

 sc
or

es
 a

fte
r e

ac
h 

re
le

va
nt

 
do

cu
m

en
t i

s r
et

rie
ve

d
A

P 
=

 [s
um

 o
f (

Pr
ec

is
io

n@
k ×

 R
el

ev
an

ce
 o

f 
do

cu
m

en
t k

)]
/ n

um
be

r o
f r

el
ev

an
t d

oc
u-

m
en

ts
 fo

r t
he

 q
ue

ry

48

M
ea

n 
av

er
ag

e 
pr

ec
is

io
n 

(M
A

P)
M

ea
n 

of
 th

e 
av

er
ag

e 
pr

ec
is

io
n 

(A
P)

 fo
r a

ll 
qu

er
ie

s
M

A
P 

=
 su

m
 o

f A
P 

of
 a

ll 
qu

er
ie

s /
 to

ta
l 

nu
m

be
r o

f q
ue

rie
s

48

In
fe

rr
ed

 av
er

ag
e 

pr
ec

is
io

n 
(I

nf
A

P)
A

ve
ra

ge
 p

re
ci

si
on

 a
s t

he
 o

ut
co

m
e 

of
 a

 
ra

nd
om

 e
xp

er
im

en
t u

si
ng

 a
 su

b 
sa

m
pl

e 
of

 
th

e 
da

ta
se

t

In
fA

P 
=

 av
er

ag
e 

of
 th

e 
es

tim
at

ed
 p

re
ci

si
on

s 
fo

r e
ac

h 
re

le
va

nt
 d

oc
um

en
t

25

M
ea

n 
re

ci
pr

oc
al

 ra
nk

 (M
R

R
)

M
ea

n 
of

 th
e 

re
ci

pr
oc

al
 ra

nk
, w

hi
ch

 is
 th

e 
re

ci
pr

oc
al

 o
f t

he
 ra

nk
 o

f t
he

 fi
rs

t c
or

re
ct

 
re

le
va

nt
 re

su
lt

Fo
r Q

 q
ue

rie
s, 

M
R

R
 =

 1/
Q

 ×
 (∑

 1
/ra

nk
q)

2

D
is

co
un

te
d 

cu
m

ul
at

iv
e 

ga
in

 (D
C

G
)

Su
m

 o
f t

he
 re

le
va

nc
e 

sc
or

e 
no

rm
al

iz
ed

 b
y 

th
e 

pe
na

lty
D

C
G

 a
t r

an
k 

po
si

tio
n 

p,
  D

C
G

p =
 ∑

_
(i 

=
 1)

^p
  [r

el
i/l

og
2(

i +
 1)

]
7

N
or

m
al

iz
ed

 d
is

co
un

te
d 

cu
m

ul
at

iv
e 

ga
in

(N
D

C
G

)
M

ea
su

re
 o

f t
he

 av
er

ag
e 

pe
rfo

rm
an

ce
 o

f a
 

se
ar

ch
 e

ng
in

e’
s r

an
ki

ng
 a

lg
or

ith
m

N
D

C
G

 a
t r

an
k 

po
si

tio
n 

p,
  N

D
C

G
p =

  D
C

G
p/ 

m
ax

  D
C

G
p

14

In
fe

rr
ed

 n
or

m
al

iz
ed

 d
is

co
un

te
d 

cu
m

ul
at

iv
e 

ga
in

 (i
nf

N
D

C
G

)
N

D
C

G
 a

s t
he

 o
ut

co
m

e 
of

 a
 ra

nd
om

 e
xp

er
i-

m
en

t u
si

ng
 a

 su
b 

sa
m

pl
e 

of
 th

e 
da

ta
se

t
In

fN
D

C
G

 =
 av

er
ag

e 
of

 N
D

C
G

s f
or

 e
ac

h 
re

le
va

nt
 d

oc
um

en
t

14



1 3

Journal of Healthcare Informatics Research 

results. F1@k combines both precision@k and recall@k as a single metric and is 
defined as the harmonic mean of the two.

Researchers tend to use other metrics to measure the effectiveness of the retrieval. 
Average precision (AP) calculates the mean of the precision scores of a single query 
after each relevant document is retrieved. Since multiple queries are usually used to 
evaluate a clinical IR system, we use mean average precision (MAP) which is the 
mean of APs for a batch of queries. We could find 58 published clinical IR-related 
papers using MAP as one of their evaluation metrics. When working with a large 
document collection, if a significant number of top-ranked documents have not been 
judged, it is a challenge to evaluate of the retrieval system’s performance using tradi-
tional metrics such as precision@k, AP, or MAP. These metrics may not be the best 
choice in this scenario because they heavily rely on the availability of complete rel-
evance judgments. To overcome this limitation, inferred average precision (infAP), 
has been proposed as a more robust alternative. It measures the AP on the subset of 
the ranked list that has relevance judgments and uses those to infer the judgments on 
the remaining items. Furthermore, when complete judgments are available, infAP is 
equivalent to actual AP, making it a robust metric for evaluating IR systems in large 
document collections [94]. This was one of the evaluation metrics used for TREC 
cohort discovery shared tasks in 2012.

Discounted cumulative gain (DCG) is another metric that considers the rele-
vance and position of the retrieved documents. Manual relevance is assigned to the 
retrieved documents on a scale that can vary depending on the system being used. 
This scale ranges from a non-relevant score of 0 to a highly relevant score of 3, with 
intermediate scores indicating levels of relevance in between. Gain is predicated on 
the idea that the lower the rank of a relevant document, the less beneficial it is to the 
user. The value of gain is higher for the top-ranked documents, and it is discounted 
for lower-ranked documents. Hence, the name “discounted” cumulative gain. Ideal 
DCG (IDCG) is defined as the DCG value calculated after sorting documents in 
decreasing order of relevance. Normalized DCG (NDCG) is defined as the ratio of 
DCG to IDCG, over a set of queries. We observed 7 clinical IR research papers 
using NDCG as their evaluation metric. NDCG is similar to MAP, but its tail is 
heavier at higher ranks; it does not discount lower ranks as much as MAP does. 
Due to this, MAP is often preferred over NDCG for binary outcomes. The inferred 
NDCG (infNDCG) is defined in a similar way to InfAP, as the NDCG of a subset of 
the ranked list that has relevance judgments.

5.5  Clinical IR Shared Tasks

In recent years, numerous clinical IR-related shared tasks have been initiated to 
support clinicians and clinical research. All of these shared tasks have the common 
objective of evaluating clinical IR in as realistic a scenario as feasible and develop-
ing novel clinical IR application methodologies. In this section, we briefly describe 
those shared tasks due to their significant impact on IR research. Though the previ-
ous sections encompass the majority of articles on these shared tasks, Table 3 gives 
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a brief synopsis of the most well-known shared tasks associated with clinical IR 
research.

Clinical IR has been the topic of several IR conferences, including TREC and 
CLEF. In 2011 [95] and 2012 [96], TREC offered the Medical Records tracks. 
CLEF’s e-health track had a clinical IR subtask from 2013 to 2016 [97–100]. Note 
that there have been many additional TREC biomedical IR tracks, some of which 
could be quite relevant within a clinical setting such as the TREC Clinical Decision 
Support [101–103] (Precision Medicine [104–107] and Clinical Trials tracks [108]). 
However, while relevant to clinicians, they do not search over EHR data and are 
therefore outside the scope of this review.

5.6  Applications of Clinical IR

This section will provide a high-level overview of the clinical applications of IR sys-
tems. Figure 7 shows the proportion of research papers dedicated to various applica-
tions in the field of clinical IR, as identified in our review.

5.6.1  Patient Chart Review

In clinical chart review, clinicians go through EHR notes for searching a particular 
piece of information of interest [77]. This information could span from the medical 
history of a particular patient or searching for patients with a specific health con-
dition. Chart reviews are time-consuming and costly because a patient’s chart may 
be composed of hundreds of clinical notes, and the hospital database can contain 
thousands of patient records. IR techniques have been effectively used to improve 
the efficiency of this chart review task by using ad hoc search methods. For example, 
EMERSE, as introduced in a previous section, is a patient chart review system built 

Fig. 7  Categorization of clinical IR applications
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on IR that has been widely used by clinicians, administrators, and clinical and trans-
lational researchers to find relevant information in free-text EHRs.

Recent studies demonstrate that retrieval and synthesis of clinical information can 
be accelerated by using semantically related terms from various embeddings [77]. 
In the OpenEHR Archetypes retrieval system, initial search word recommendations 
were used on a bespoke medical dictionary to find synonyms as replacements for the 
original search terms [109, 110]. Hanauer et al. [34] developed a MetaMap-based 
query recommendation algorithm that suggests semantically interchangeable terms 
based on an initial user-entered query.

Many systems also employ embedding and vector-based search term recommen-
dation methods, which have proven to be more accurate at the expense of system 
speed. Ye et  al. [111] proposed a novel vector space model, the medical-context 
vector space, to identify similar terms to support chart reviews. As a collection of 
normalized frequencies of clinical terms in various medical contexts, the medical-
context vector space provides information on the relationships between clinical 
terms. Another study used multiple EHR-based word embeddings and evaluated 
their performance quantitatively and qualitatively across multiple chart review tasks. 
The refined terms outperformed the baseline method’s (dictionary-based) IR perfor-
mance (e.g., increasing the average P@5 from 0.48 to 0.60).

5.6.2  Cohort Identification and Patient Screening

Patient cohort retrieval refers to the process of identifying and selecting a group of 
patients from a larger population based on certain criteria or characteristics, such as 
their diagnosis, treatment history, or demographics. This can be useful in a variety 
of contexts, such as in clinical research, where patient cohort selection can help to 
ensure that the study sample is representative of the target population, or in clinical 
care, where patient cohort retrieval can help to identify patients who may be at risk 
for certain conditions or who may be candidates for specific treatments.

Cohort retrieval requires the extraction of relevant EHR notes on the basis of 
a given query. IR methods have made it possible to identify groups of patients in 
unstructured EHRs based on what the user needs. Li et al. [74] proposed a patient-
screening tool using OpenEHR to transform screening conditions into expressions 
for queries on EHRs. The tool is designed to support queries on EHRs directly 
within a local context. The Elasticsearch-based tool helps resolve concept mis-
matches, especially for derived concepts. Cohort Retrieval Enhanced by Analysis 
of Text from Electronic Health Records (CREATE) is a cohort retrieval system that 
can execute textual cohort selection queries on both structured data and unstructured 
text, by leveraging the OMOP Common Data Model [112]. This system also uses 
Elasticsearch as the search engine of the retrieval model, where the data is indexed 
after identifying medical concepts in the documents using cTAKES (Apache Soft-
ware Foundation) [113]. Goodwin and Harabagiu [114] proposed a learning patient 
cohort retrieval (L-PCR) system that uses a relevance model to enhance the quality 
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of patient cohorts retrieved from EHRs by using feedback from physicians. Good-
win and Harabagiu used a learning relevance model (LRM) which exploited the 
relevance judgments provided by physicians to extract the features of the patient 
cohort descriptions and match it with the EHRs [114]. Their learning patient cohort 
retrieval (L-PCR) system can study how physician evaluations can be used to build 
relevance models that improve the quality of patient cohorts recovered from EHRs 
thanks to the paired learning-to-rank architecture that the LRM employs.

Recruit is an ontology-based IR system for clinical trials recruitment which uses 
ontologies to reconcile heterogeneous databases by merging data from structured 
EHRs with unstructured EHRs [115]. Richman et  al. [116] utilized EMERSE to 
identify patients experiencing food or housing insecurity by utilizing specific key-
words and phrases related to these issues. The search engine was used to scan EMRs 
and retrieve the notes containing specific social determinants of health (SDOH)-
related keywords, enabling them to easily identify patients and study the interven-
tions taken.

Siamese network–based embeddings have been successfully used for patient 
cohort retrieval [117, 118]. The Siamese network based on Time-attention Continu-
ous Bag-of-Word Model (Siamese-Time-CBOW) model was used to obtain patient-
phenotype embeddings by calculating the sentence embeddings of each patient’s 
EHR using a time-attention strategy [117]. The model calculates cosine similarity 
scores between the embedding of a query and the embedding of a patient’s EHR 
data.

Not much research has been done on cohort identification or patient screening 
using deep learning–based language models. The only work we found was by Soni 
and Roberts [88], where they proposed a framework for retrieving patient cohorts 
using transformer language models based on the BERT architecture without the 
need for explicit feature engineering and domain expertise.

5.6.3  Disease Prevalence

Clinical IR has also been applied for predicting the prevalence of a disease or a 
condition in a population of patients. Hammond et al. [119] used clinical IR on a 
collection of veteran medical records and demonstrated that text search improves 
the identification of persons who have attempted suicide in the past by eight to ten 
times. A similar study was conducted to screen glaucoma patients with poor medi-
cation compliance. They utilized EMERSE to search for the terms “noncompliant” 
and “noncompliance” in the physician notes of eligible patients [30].

Pharmacovigilance is another area in the clinical domain where IR has been 
effectively employed. Osmont et  al. [120] used an IR method for detecting drug‐
induced anaphylaxis by querying both structured and unstructured data from a clini-
cal data warehouse (CDW). In addition to the 25 cases already identified via spon-
taneous and DRG reporting for 2012, researchers could identify 41 additional cases 
using this method.
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5.6.4  Other Applications

Clinical IR systems are expanding into personalized medicine, allowing for treat-
ments to be tailored based on individual genetic data and personal health records 
[121]. In clinical decision support, these systems provide real-time, patient-specific 
information to clinicians, aiding in informed decision-making and improving patient 
outcomes [122]. Medical education leverages clinical IR systems to access a wide 
array of educational content, thereby enriching the learning experience for students 
and professionals [123]. Additionally, public health monitoring relies on clinical IR 
systems to track and analyze disease patterns and outbreaks, supporting proactive 
public health responses and surveillance [116]. These varied applications showcase 
the role of clinical IR systems as vital tools across multiple facets of healthcare.

6  Discussion

In this study, we have reviewed the clinical IR literature published between 2010 
and 2022. While the literature shows a wide range of applications of IR systems in 
the clinical domain, a limited number of new research studies on retrieval or ranking 
methods have been carried out in this area in recent years.

A central issue in clinical IR is the highly complex nature of the clinical lan-
guage embedded within free-text EHRs. The format, language, and quality of clini-
cal information vary significantly among hospital systems and different users. For 
instance, one healthcare provider may use technical medical terminology to describe 
a patient’s condition, while another may use simpler, more layman terms. This vari-
ation in medical terminology makes it difficult to create and implement large-scale 
clinical IR systems. Evaluation of IR systems is another bottleneck in the develop-
ment of novel search or retrieval methods in the clinical domain, due to the limited 
availability of test collections.

Our review indicates that most clinical IR systems still rely on the BM25 ranking 
algorithm, with the Elasticsearch search engine supporting their retrieval system. 
With recent advancements in the field of neural IR, deep learning–based IR systems 
have shown huge potential to be used for more efficient and accurate retrieval in 
clinical settings. This study enabled us explore the opportunities for developing new 
methods for the clinical IR process, especially in querying, retrieval, and ranking. 
However, one possible obstacle to the wider adoption of methods being developed 
is the scarcity of good-quality datasets for clinical IR research and development. 
The TREC cohort retrieval dataset and MIMIC remain the only publicly available 
EHR datasets. Even though hospitals and research institutions could use internal 
data, evaluation of these clinical IR systems is still a big challenge. It takes quite 
a lot of time for annotators to go through the entire patient history, especially for 
negated conditions and treatments, such as checking if the patient does not have a 
specific disorder or procedure. This makes it difficult to evaluate the performance of 
the system with a large number of queries on a fully annotated patient cohort [112]. 
Moreover, most clinical systems are not tested on external datasets, which raises the 
question of the generalizability of these systems.
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Second, even though the existing clinical IR systems using inverted indices and 
BM25 may not be the most efficient, they are robust and scalable enough to work on 
millions of EHR documents in hospital CDWs. The slow training and optimization 
mechanisms of neural IR and vector search decreases the applicability of these sys-
tems to large-scale clinical IR tasks. In clinical settings, the efficiency and accuracy 
of the retrieved documents can make up for the newer generation of neural IR sys-
tems’ slower response time (e.g., for cohort retrieval, the relevance of the retrieved 
patient data is more important than the time taken for the task). Although there may 
be some initial hesitancy among practitioners and clinical IR researchers to adopt 
neural IR (which have both hardware and expertise barriers), the practical signifi-
cance of clinical IR and the potential for a new generation of clinical IR systems 
makes it highly likely that researchers will adopt deep learning practices for clinical 
IR.

Third, we could find only a few papers related to the interoperability of clinical IR 
systems. Interoperability in clinical IR refers to the ability of different systems and 
applications to communicate and share information seamlessly and the integration 
of IR systems to fetch the data from these systems. It allows for the integration of 
data from multiple sources, such as EHRs, lab results, and prescription records from 
multiple sources. This can help to improve the accuracy and completeness of patient 
information and can also help to identify potential issues, such as drug interactions 
or other contraindications, that may impact a patient’s care. Additionally, interoper-
ability can help to reduce the risk of retrieving duplicative tests and treatments by 
ensuring that IR systems have access to a patient’s complete medical history.

This study also finds that query expansion strategies dominate clinical IR research 
more than retrieval models or ranking algorithms. This is because query expansion 
enables the system to incorporate medical knowledge into the retrieval process. 
However, retrieval models and ranking algorithms play a critical role in clinical IR 
systems, along with query expansion strategies. They determine how the system rep-
resents and matches the query, which may contain complex clinical terms, and clini-
cal documents and how the system orders and presents the retrieved documents to 
the user. Therefore, retrieval models and ranking algorithms should be studied with 
equal importance, along with query expansion strategies.

In addition, we discovered that no research  has been conducted to evaluate the 
bias of clinical IR systems. Bias and fairness are crucial factors in the design and 
implementation of clinical IR systems. Bias in an IR system can develop when the 
system favors or disfavors specific user groups or types of information dispropor-
tionately. This might lead to unequal access to or representation of clinical informa-
tion, which can have substantial effects on patient care and decision-making. Multi-
ple sources of bias can influence clinical IR systems, including:

• Data bias: when the data used to train and evaluate the system is skewed, result-
ing in biased search results

• Algorithmic bias: when the IR system’s ranking algorithms are biased, resulting 
in biased search results

• User bias: when the preferences of the system’s users have an effect on the search 
results, especially during the process of relevance feedback. For instance, if 
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researchers or medical practitioners are more inclined to a particular gender or 
ethnic group, the algorithm may be biased to these results over others

6.1  Impact of Large Language Models on Clinical IR

The advent of large language models (LLMs) like GPT-3 [124] and LLaMA [125] 
and domain-specific adaptations such as BioBERT and ClinicalBERT has undeni-
ably revolutionized the field of NLP, opening up new avenues for applications in 
clinical IR. These models’ nuanced understanding of complex language structures 
and clinical terminology has the potential to greatly enhance IR tasks by providing 
more accurate, context-aware search results and facilitating the extraction of relevant 
information from vast repositories of unstructured clinical data. These models can 
understand queries in a way that mirrors clinical reasoning, taking into account the 
intricacies of medical conditions and treatments.

However, the integration of LLMs into clinical IR systems is not without chal-
lenges. One of the most pressing issues is compliance with healthcare regulations 
such as the Health Insurance Portability and Accountability Act (HIPAA), which 
sets stringent standards for the protection of protected health information (PHI). 
LLMs carry the potential risk of inadvertently disclosing PHI, which is particularly 
pronounced with API-based LLMs like GPT-3.5, which function remotely and pro-
cessing data away from the user’s control. As such, the development and deploy-
ment of LLMs in the clinical IR domain must prioritize the establishment of robust 
privacy-preserving practices.

The implementation of LLMs in clinical IR systems also introduces concerns 
regarding the interpretability and explainability of the models’ outputs. The “black 
box” nature of deep learning models can be problematic in clinical settings, where 
decision-making processes need to be transparent and understandable to healthcare 
professionals [126]. Addressing these concerns is vital to building trust and ensuring 
the reliability of LLM-powered clinical IR systems.

Moreover, while LLMs offer sophisticated modeling capabilities, they are also 
characterized by a trade-off between optimality and generalizability, as indicated by 
the variations in model performance across different datasets and IR tasks. Machine 
learning–based models, when trained on specific tasks, tend to outperform heuris-
tic methods but often at the expense of their ability to generalize to new, unseen 
datasets or tasks without additional training. This highlights the need for a continu-
ous evaluation and fine-tuning of these models to maintain their performance across 
various clinical contexts and IR tasks.

The potential for LLMs to alter the landscape of clinical IR is clear, yet the path 
forward must be navigated with caution. As we stand on the cusp of integrating 
these advanced models into clinical IR, it is imperative to engage in a multidisci-
plinary dialogue that includes data scientists, clinicians, legal experts, and policy-
makers. Together, these stakeholders can forge a path that harnesses the strengths of 
LLMs while ensuring adherence to ethical standards and regulatory requirements, 
ultimately leading to the development of next-generation clinical IR systems that are 
both powerful and trustworthy.
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6.2  Limitations

This study examines the clinical IR literature published during the past 13  years 
(2010–2022), comprising clinical IR techniques and applications. There are a 
few limitations to this review. First, the search terms and databases chosen for the 
review may not have been adequate, which may have introduced inadvertent bias 
into the review. Second, the search terms yielded papers on clinical recommenda-
tion systems, which are distinct from conventional clinical IR systems. Therefore, 
we excluded these papers after the manual screening process. Thirdly, the review is 
restricted to English-language articles only and clinical data sources in English only.

7  Conclusion

Clinical IR is an important field of study given the enormous amounts of unstruc-
tured data generated by modern healthcare, and a number of methods and technolo-
gies exist to facilitate this process. There have been significant advances in clinical 
IR in the last 13 years, driven by the increasing availability of EHRs and other digi-
tal health tools. Many healthcare organizations now use EHRs to store and manage 
patient data, and these systems often include search and recommendation features 
to help clinicians access relevant information. Despite these advances, there are still 
challenges in clinical IR. For example, some EHR systems may have limited search 
functionality or may be difficult to use, making it difficult for clinicians to find the 
information they need. The Okapi BM25 ranking algorithm is used by the vast 
majority of clinical IR systems, and there has not been much study into develop-
ing more sophisticated ranking tools. While these systems can handle vast amounts 
of patient data, the trade-off is a compromise in the accuracy and relevance of the 
retrieved clinical information. With the recent advancements in NLP and pre-trained 
language modeling in the open-domain, it would seem desirable to explore the inte-
gration of such technologies in order to improve upon the current clinical IR sys-
tems. We also observed that not much effort has been made to study the evaluation 
and ranking methods, with the majority of existing studies concentrating on query 
expansion methods.

Our findings show that more research needs to be done on a next-generation clini-
cal IR system that can use fast semantic vector search and neural IR techniques. The 
following are characteristics that these systems are expected have:

1. Quick and reliable retrieval: One of the primary reasons why researchers and 
clinical practitioners continue to use traditional IR is its rapid retrieval capability. 
Vector search and neural IR must be robust enough to manage millions of EHR 
records and obtain results in a short amount of time.

2. Interoperability: These systems need to be able to interoperate with other clini-
cal systems and data sources, allowing users to access a wide range of relevant 
information from multiple sources.

3. Vector search and Neural IR: These systems could use machine learning and deep 
learning techniques to continuously improve their performance and adapt to new 
clinical information and user needs.
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4. Fair and representative retrieval: Bias estimation and fairness are particularly 
important in the development of clinical IR, as we need to ensure that retrieved 
results should be representative of all categories of the patient population.

The state of clinical IR is evolving as new technologies and approaches are 
developed and adopted. However, there is still room for improvement in terms of 
the accessibility, usability, and reliability of clinical information. Further study is 
required to continue enhancing the accuracy and efficacy of current approaches and 
to design and implement next-generation clinical IR systems.
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