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Translational AI



Overheard in a workshop on AI for innovative 
medical educators, circa 2022

“I hope that AI won’t be as awful as the EHR”

(Proceeded to lament about workflow and 
other challenges with the EHR)



What do we need for AI to not be as awful as 
the EHR and its workflow issues?
• Translational AI
• Show us the evidence 
• Real-world implementation

• Clinicians don’t dislike technology, but they don’t like technology that 
doesn’t work or is too difficult to use efficiently
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How do we “show the evidence?”
• Best evidence for any clinical intervention is through randomized controlled 

trials (RCTs) or systematic reviews of RCTs
• Although not as easy to carry out as RCTs of drugs or devices (and 

placebos), we must demonstrate benefit for patient outcomes and/or 
healthcare delivery improvement
• Additional issues for RCTs of AI (Liu, 2020)

• As with drugs and devices, we need to move from ”basic science” to 
“clinical science” and “postmarket surveillance”
• Need “algorithmovigilance” (Embi, 2021)



What is the evidence so far?
• Many, many papers published about models and simulated use (basic science)
• Very few RCTs demonstrating value from real-world use (clinical science)
• Search of PubMed reveals thousands of papers about models and simulated uses
• Systematic reviews of RCTs show (Zhou, 2021; Plana, 2022; Han, 2023)
• Much smaller numbers of RCTs – about 100, depending on how we count
• 65-82% of RCT showed positive outcomes
• Many RCTs showed aspects of “risk of bias”

• Concerns about generalization beyond initial clinical settings
• Biased data and algorithms (Obermeyer, 2021: Dhar, 2021; Chen, 2023)
• Data and algorithm drift (Finlayson, 2021; Vaid, 2023)



Learning from some specific examples
• Computer-aided detection (CADe) of polyps in colonoscopy
• One of earliest and widest applications of AI
• Systematic reviews show polyps missed by colonoscopists are discovered, but 

mostly small and clinically inconsequential (Hassan, 2023)
• RCT of CADe found no increased detection of advanced neoplasias (Mangas-

Sanjuan, 2023)
• 30-day hospital readmissions
• After implementation of CMS penalty, proliferation of highly accurate predictive 

models published
• Recent RCT showed use of high-quality model and implementation of program 

around it did not reduce readmissions (Donzé, 2023)



What do we mean by “translational AI?”
• Translational research historically concerned about “bench to bedside”
• But there are additional aspects to translational research
• T1 – from lab to clinical use
• T2 – from clinical use in controlled settings to larger community
• T3 – assessment of use in real world

• How do we get there?
• From development to deployment and from models to data (Zhang, 2022)
• Models validated locally and recurrently, as open as possible (Youssef, 2023)
• Clinician competence and education (Hersh, 2023)
• Responsible use of AI (Dorr, 2023)
• Coalition for Health AI, including evaluation – https://www.coalitionforhealthai.org/
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