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ABSTRACT

What is the best way to represent the content of
documents in an infor-nwationt retrieval systen? This
study compares the retrieval effectiveness offive
different methodsfor automated (machine-assigned)
indexing using three test collections. The conisistently
best methods are those that use inidexing based on the
words that occur in the available text ofeach documenlt.
Methods used to map text into conceptsfronm a
controlled vocabulary showed no advantage over the
word-based methods. This study also looked at an
approach to relevancefeedback which showed benefit
for both word-based anid conicept-based methods.

INTRODUCTION

One of the biggest controversies in the information
science field concerns the optimal units for representing
the content of a document. Early text retrieval systems
relied mosfly on human indexing, where multiword
terms from controlled vocabularies were assigned by
trained coders. Early automated retrieval systems
tended to rely on individual words from the document
itself. Later, methods for indexing based on phrases or
concepts, often utilizing computationial linguistic
techniques, emerged.

Each method has its proponents. Blair, an advocate
of human indexing, has argued, "It is impossibly
difficult for users to predict the exact words, word
combinations, and phrases that are used by all (or most)
relevant documents and only (or primarily) by those
documents" [1]. Salton has stated, however, that
"accuracy and consistency are difficult to maintain" for
human indexers [2], a view that is reinforced by data
showing only 30-60% consistency among indexing
assignments made to MEDLINE records indexed in
duplicate [3]. As for whether the optimal units of
indexing in automated systems are single words or
phrases, Salton claims that his work over the last 30
years shows that single words lead to the best and most
consistent performance in heterogeneous text retrieval
environments. But Evans has claimed that "string- and
keyword-based indexing cannot accommodate variation
in language use, which becomes amplified in large
databases" [4], arguing that the uniderlying conceptual
contenit of documents must be represented for adequate
automated indexing.

The SAPHIRE retrieval system represents a middle
ground in the automated indexing spectrum [5].
Indexing is based on concepts, although without the
need for ambiguity-resolving natural language
processing techniques and their requirement for large
knowledge bases. SAPHIRE uses a non-syntactic
pattern-matching approach and exploits the
Metathesaurus of the Unified Medical Language
System (UMLS) of the National Library of Medicine
[6]. When modified for use by SAPHIRE, the
Metathesaurus contains over 28,000 medical concepts
and 70,000 synonyms for those concepts, obviating the
need for knowledge base construction. SAPHIRE's
retrieval techniques are based on the standard statistical
methods descending from SMART [7]. Free text
queries are processed by the same concept-matching
algorithm, with weighting of concepts (as opposed to
individual words) used to rank retrieved documents for
relevance.

The theoretical benefit of using phrases and
concepts in automated indexing is that they add
specificity to document representation. Documents on
topics other than hypertension may contain the three
words that comprise its synonym, high, blood, and
pressure, but are used in different contexts (e.g.,
"Ocular pressure was high.....despite adequate blood
levels of medication..."). By recognizing the meaning
of the three words high, blood, and pressure adjacent to
each other, as is done in SAPHIRE, indexing should be
more specific, resulting in improved retrieval
performance. The theoretical benefit of using phrases
and concepts for indexing, however, has not translated
into significantly improved retrieval effectiveness. The
best methods developed so far use statistical co-
occurrences of words to generate phrases [8]. Methods
using syntactic approaches have been less successful [9,
10], although a recent approach using structured queries
with a probabilistic model based on inference nets
showed enhanced retrieval in the computer science
domain [1 1].

To determine which of these diverse approaches to
indexing shows the greatest promise, it is necessary to
conduct scientific evaluations of retrieval systems.
Salton has performed studies indicating the superiority
of word-based automated indexing, although his
comparison with MEDLARS is old and based upon use
in non-operational settings [12]. Blair points to a study
done in the legal domain showing the alleged futility of
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full-text, word-based searching, yet this approach is not
compared with any others, and the actual system used
features few advanced retrieval methodologies [13].
Most linguistic-based systems, such as CLARIT [14],
have not yet been evaluated in broad domains such as
medicine.

Previous studies have demonstrated the equivalence
of SAPHIRE with convenitional searching techniques
for novice searchers [5, 15, 16]. This study compares
SAPHIRE with other automated approaches to
information retrieval that feature automated indexing
along with natural language query input and relevance
ranking of output. For this experiment, we utilized a
second program that has been created for information
retrieval research at the BICC called SWORD
(Statistical Word-Orienited Retrieval from Databases).
SWORD utilizes the approach to information retrieval
pioneered by Salton in the SMART system [7]. In
SWORD all words in documents (or their abstracts) not
on a stop list of 250 common words are stemmed and
are given a weight based on their frequency in the
document and infrequency in other documents. Some
modifications were made to both SAPHIRE and
SWORD for additional experiments.

This study compared the following five approaches
to automated indexing:
1. Concept-based (SAPHIRE)
2. Word-based (SWORD)
3. Word-based with only medical words (words that
occur in the Metathesaurus)
4. Combination of word-based and concept-based
5. Concept-based with broader concept recognition

All of the above approaches have several features in
common. Indexing is performed by breaking out the
individual indexing units (words or concepts) and
assigning them a weight based on their frequency in the
document and infrequency in other documents.
Retrieval occurs by the entry of a natural language
query, from which the appropriate words or concepts
are brok-en out. Each document is given a score, based
on the sum of the indexing item weights for all items
that occur in both the query and document. In essence,
the retrieval process is a logical OR of all search terms
with weighting of the documents by methods that aim
to cluster the documents most similar (and presumably
most relevant) to the query near the top of the retrieval
list.

Where the approaches differ is in their indexing
units. SAPHIRE, as has been described elsewhere, uses
a concept-matching algorithm based on a vocabulary
from the Metathesaurus [17]. SWORD indexes based
on each individual word that occurs in a document,
discarding those in a stop list of common words and
stemming the others. The third method utilizes the
word-based approach but only includes medically
important words, where important is defined as
occurring in the Metathesaurus vocabulary. The fourth
method uses a combinationi of SAPHIRE and SWORD

indexing. The rationale for this approach is that it gives
weight to words in documents that cannot be mapped
into concepts from SAPHIRE's vocabulary.

The final method substitutes a different concept-
matching algorithm in SAPHIRE. A criticism of the
original SAPHIRE approach, which requires concepts
in text being indexed to appear in the exact word order
that they occur in the vocabulary, is that it is too
restrictive for matching concepts expressed in text. It
has also been criticized for its inability to match
concepts partially, as occurs when some but not all of
the words of a concept are present. Text analysis has
shown that the words in a concept can not only be
spread across words in sentences, but in adjacent
sentences as well, reflecting the diversity of human
writing [18]. The substitute concept-matching
algorithm relaxes the word order requirement, allowing
words in a concept to appear adjacent to each other
(with stop words ignored), in any order. For example,
the concept Hypertension would be extracted from the
phrase "pressure of the blood is high" in the newer
algorithm but not the original. This is because the stop
words of, the, and is would be removed, with the
resulting words pressure, blood, and high mapping into
the term High Blood Pressure, which is a synonym of
Hypertension. An additional feature of the substitute
algorithm is that it allows partial matching of concepts.
When more than one word of a concept but not all are
present, a concept is matched. When a smaller concept
is subsumed by a larger one, both are matched. For
example, the phrase "heart failure" will map into the
concept Congestive Heart Failure in the newer
algorithm but not the original.

This broader concept recognition is not, however,
without disadvantages. First, there is greater potential
for mismatched concepts. For example, the phrase
"ocular pressure was high" will map into the concept
Hypertenision, since the phrase "ocular pressure" does
not occur in the Metathesaurus vocabulary and the
words high and pressure are adjacent. (The concept
Ocular Hypertension does occur, although there is no
synonym form that contains the word pressure.)
Second, the computational complexity of the new
algorithm is much higher. In fact, the algorithm runs
two to four times slower than SAPHIRE's original one.

In this study we also investigated the use of
relevance feedback. The purpose of relevance feedback
is to use retrieved documents that are deemed relevant
by the user to find additional similar documents. While
several elaborate methods for this process have been
described [19, 20], SAPHIRE and SWORD use a
simpler method whereby the title and text of a relevant
document become a new query. This procedure was
tested using the original SAPHIRE and SWORD
programs.
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METHODS

In order to test the performance of each method, we
used methods standard to the information science field.
Performance is assessed by two parameters, recall and
precision:

Recall

Precision =

num docs retrieved and relevant

num docs relevant in database
num docs retrieved and relevant

num docs relevawt in retrieval set
In order to calculate recall anid precision, one must

have judgments of which documents a test collection of
documents and queries are relevant to each query.
From previous studies, we had three test collections:

1. 200 abstracts and 12 queries from the
AIDSLINE database [5]

2. 2,344 abstracts and 75 queries from the
MEDLINE database [15]

3. 1,992 documents and 10 queries from the
Yearbook Series [16]
The first two collections have the title an(d abstract for
indexing each document, while the third has the full text
from each Yearbook used, consisting of the title,
abstract, and expert commentary for each article. Each
query was a free text expression from the user who
originated it. Relevance judgments were made by
physicians.

Because each of the systems tested in this study
uses relevance ranking, each query generates a ranked
list of matching documents. The standard evaluation
approach is to generate a recall-precision table
consisting of the correspondinig precision at fixed
values of recall. This allows comparison of different
methods by comparing precision levels at each point.
(This assumes equal importance between recall and
precision; there are other evaluation metrics that
designate the importance of one over the other.) As an
example of this process, consider a query that contains
ten relevant documents. When the first relevant
document on the retrieval list is found, the 10% recall
level has been reached, and the precision at that point is
the precision level for 10% recall. This continues as far
down the list as there are relevanit documents. When
values for the fixed levels of recall are missing (e.g., a
query with five relevant documents whose first relevant
document will give a value for precision at the 20%
recall level), the missing values are interpolated
between those which are present. In general, the value
for precision will decrease as recall increases. For an
entire test collection, the values of precision for each
fixed level of recall are averaged. For relevance
feedback, the text from the top-ranking relevant
document was designated as the new query. This
generated new recall-precision values, which were
evaluated as above.

For statistical analysis to compare perfonmance
among methods for each test collection, all recall-
precision graphs were converted to Receiver Operating
Characteristic (ROC) curves by translating the precision
values to false-positive rates. Areas under the ROC
curves summarize the performance of each indexing
method for capturing documents relevant to a query. A
separate ROC curve was constructed for each query-
method pair, and the ROC areas were calculated using
the trapezoidal technique [21]. Analysis of variance
was used to compare ROC areas among methods. Each
indexing method was included in the analysis as a
repeated measure. The identity of the document
collection was treated as a between-subjects factor.
Post-hoc comparisons between methods were
performed using paired t-tests with the Bonferroni
correlation.

RESULTS

Each of the word-based indexing methods produced
significantly (P < .0001) better retrieval performance
than the concept-based methods. There was no
significant difference among the two word-based
methods (SWORD, medical words only) and the
combination of SWORD and SAPHIRE. There was
also no significant difference between either concept-
based approach. The results from each indexing
approach for each test collection are shown in Table 1.
Precision at recall levels of 20%, 50%, and 80%,
representing low-, medium-, and high-recall searches
are listed, along with the mean area under the ROC
curve for each query. Larger ROC areas denote better
retrieval performance. Although the ROC areas tended
to be higher in the Yearbook test collection for all
methods, this trend was not statistically significant in
the analysis of variance.

The relevance feedback was associated with
signlificant (P < .0001) improvement in ROC areas for
both SAPHIRE and SWORD. There is improvement in
average ROC area for all three test collections, but it
did not occur uniformly along the recall-precision
continuum for the AIDSLINE and Yearbook
collections. For the MEDLINE collection, however, the
improvement was substantial for both programs.

DISCUSSION

The results of this study suggest that present
concept-based indexing methods provide no apparent
advantages over word-based methods. While the
method of combining SAPHIRE and SWORD performs
about as well as SWORD and the medical-words
method, it never exceeds the word-only approaches.
The pure concept-based approaches, original SAPHIRE
and SAPHIRE with broader concept recognition,
perform inferiorly.
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Why did SAPHIRE's concept-recogniition not
perform retrieval as well as free words in text? The
most likely answer is the inherenti amibiguity of text,
where writers express concepts in ways more numerous
than can be captured in controlled vocabularies such as
the Metathesaurus. To this end, ability to identify
syntactic and semantic features in text may be required.
We recently showed that natural language processing
methods lead to better discriminationi among documents
from the New Eniglanid Journ-lal ofMedicinie in the AIDS
domain [22]. It is also possible that the abstract alone is
insufficient to profile adequately the content of a
document, and the full text or a more informative (e.g.,
structured) abstract may be required.

Why did the substitute concept-matching algIorithm
fail to perform better tlhan SAPHIRE's original
algorithm? Inspectioni of the indexinia logs showed that
a large number of inappropriate concepts were matched.
For example, the words leukenma and cell adjacent to
each other led to designationi of every variety of T-Cell
Leukemia, B-Cell Leukemina, and others. While one
can speculate on how to engineer one's way out of these
and other particular failures, it is clear that inexact
concept matching ofteni leads to inappropriate
assignment of indexinig terms.

The results of the relevanuce feedback method shows
marked improvement in performance with the
MEDLINE test collection for SAPHIRE and SWORD.
While there is overall improvementi for botlh prograns
with the other collections as measured by the increased
average ROC area, the improvemenit is not uniform.
The one significanit differenice betweeni the MEDLINE
collection and the other two is the overall poorer
performance with all methods. Perhaps the relevance
feedback used by SAPHIRE and SWORD work-s best
with queries that initially achieve poorer results. In any
case, more analysis is needed to determine the role for
this and other feedback measures.

There are limitations to this study, the most
important of which is the non-intieractive, batch method
of query entry. Before concludinig that word-based
indexing methods are superior, they must be assessed in
operational retrieval settinigs. Previous studies have
shown SAPHIRE's equivalenlce to MEDLINE-style
Boolean searching [5] and word-based Booleani
searching for novice searchers [15]; studies like these
have not yet been done comparinig a system like
SWORD in actual use.

Another limitlation to this study is the relatively
small size of the test collectionis. Blair has argued:

Information retrieval systems do not
scale up. That is, retrieval strateg,ies that
work well on smlall systemns do not
necessarily work- well on l;arer systems
(primary because of output overload).
This means that studies of retrieval
effectiveness must be done oni full-sized
retriev;l syslems if the results ae to be

indicative of how a large, operation
system would perform [1].

In a convenitionial Boolean retrieval system, for
example, a search strategy that would return 10
documents in a 1,000 document collection would return
10,000 documents in a million document collection,
which no searcher could possibly manage. However,
Salton notes that most statistical approaches to retrieval
use relevance ranking, which orders the retrieval set by
similarity to the query, thus suggesting to the user
which documents are most likely to be relevant [23].

The past two years of evaluation of SAPHIRE have
generated equivocal results about the potential of this
system. The techniques of automated indexing, natural
language query, and relevance ranking clearly perform
at least as well-as traditional techniques. Our goal now
is to scale these techniques up to large test collections
and operationial retrieval settings. To this end, we have
becn collecting data on the usage of a workstation
featuring multiple retrieval applications installed in the
work area of the General Medicine Clinic at Oregon
Health Sciences University. This system is used by
both faculty and housestaff. With the queries and
references retrieved, we are also building a test
collection that will contain approximately 200,000
documents.
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Table 1 -- Performance of five methods for indexing
medical literature

Mean Precision 20% 50% 80% Area under
recall recall recall ROC

AIDSLINE
SAPHIRE 75 57 16 0.813
SWORD 81 64 28 0.819
Medical words only 79 53 26 0.811
SAPHIRE/SWORD 89 74 30 0.849
Broader SAPHIRE 62 40 18 0.735

MEDLINE
SAPHIRE 54 43 29 0.768
SWORD 62 52 38 0.889
Medical words only 61 51 36 0.885
SAPHIRE/SWORD 62 51 39 0.881
Broader SAPHIRE 50 40 27 0.775

Yearbook
SAPH1RE 72 50 30 0.899
SWORD 78 54 33 0.960
Medical words only 79 59 41 0.970
SAPHIRE/SWORD 76 59 36 0.968
Broader SAPHIRE 65 46 22 0.831

Table 2 -- Performance values for SAPHIRE and
SWORD using relevance feedback (change from results
without feedback showii in parentheses)

Mean Prec. 20% 50% 80% Area under
recall recall recall ROC

AIDSLINE
SAPHIRE 73 (-2) 49 (-8) 31 (+15) 0.839

(+0.03)
SWORD 71 (-10) 58 (-6) 34 (+6) 0.871

(+0.05)
MEDLINE
SAPHIRE 74 (+20) 53 (+10) 36 (+7) 0.893

(+0.1)
SWORD 86 (+24) 68 (+16) 51 (+13) 0.965

(+0.08)
Yearbook
SAPHIRE 79 (+7) 43 (-7) 23 (-7) 0.964

(+0.07)
SWORD 74 (-4) 49 (-5) 36 (+3) 0.967

(+0.01)
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