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ABSTRACT

Objective: For many literature review tasks, including systematic review (SR) and other aspects of evidence-based med-
icine, it is important to know whether an article describes a randomized controlled trial (RCT). Current manual annotation
is not complete or flexible enough for the SR process. In this work, highly accurate machine learning predictive models
were built that include confidence predictions of whether an article is an RCT.

Materials and Methods: The LibSVM classifier was used with forward selection of potential feature sets on a large
human-related subset of MEDLINE to create a classification model requiring only the citation, abstract, and MeSH terms
for each article.

Results: The model achieved an area under the receiver operating characteristic curve of 0.973 and mean squared
error of 0.013 on the held out year 2011 data. Accurate confidence estimates were confirmed on a manually reviewed
set of test articles. A second model not requiring MeSH terms was also created, and performs almost as well.
Discussion: Both models accurately rank and predict article RCT confidence. Using the model and the manually
reviewed samples, it is estimated that about 8000 (3%) additional RCTs can be identified in MEDLINE, and that 5% of
articles tagged as RCTs in Medline may not be identified.

Conclusion: Retagging human-related studies with a continuously valued RCT confidence is potentially more useful for
article ranking and review than a simple yes/no prediction. The automated RCT tagging tool should offer significant sav-
ings of time and effort during the process of writing SRs, and is a key component of a multistep text mining pipeline
that we are building to streamline SR workflow. In addition, the model may be useful for identifying errors in MEDLINE
publication types. The RCT confidence predictions described here have been made available to users as a web service
with a user query form front end at: http://arrowsmith.psych.uic.edu/cgi-bin/arrowsmith_uic/RCT_Tagger.cgi.

Key words: Support Vector Machines; Natural Language Processing; Randomized Controlled Trials as Topic;
Evidence-Based Medicine; Systematic Reviews; Information Retrieval

BACKGROUND AND SIGNIFICANCE

For many biomedical literature search tasks, it is important to
know whether articles provide primary data about randomized
controlled trials (RCTs). RCTs are considered the highest form of
primary evidence for Evidence-based Medicine (EBM), and are the
current foundation on which much of medical knowledge is
based."? When RCT evidence exists in the form of well-conducted
studies, the articles describing the RCT studies have a strong
influence on medical knowledge summarization, guidelines, and
practice. In particular, the process of creating systematic reviews
(SRs), which seeks to objectively evaluate and summarize the

current state of knowledge about a specific medical question,
relies heavily on the identification and content of published RCTs.
Unfortunately, identifying all the published RCTs in a given
area is far from simple. While bibliographic databases such as
MEDLINE include an article publication type Randomized
Controlled Trial (RCT_PT), the annotation is not applied with
100% accuracy or coverage. Studies have found that only
about 85% of articles in MEDLINE considered RCTs for the
purpose of SR are actually annotated with the RCT_PT.>* As a
result, we have found in our research that many SR groups do
not use the publication type filter in their search criteria

Correspondence to Aaron M. Cohen, MD MS, 3181 SW Sam Jackson Park Road, Portland, Oregon 97239, Phone: 1-503-494-0046, Fax: 1-503-346-6815,
cohenaa@ohsu.edu
©The Author 2015. Published by Oxford University Press on behalf of the American Medical Informatics Association.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/
4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited. For commercial re-use,
please contact journals.permissions@oup.com
For numbered affiliations see end of article.

SNOILYJINddV ANV HOHV4S3d



http://arrowsmith.psych.uic.edu/cgi-bin/arrowsmith_uic/RCT_Tagger.cgi

30
m
p
=",
)
T
=
=
()
=
o
o
—
o
—
o
=
n

Cohen AM, et al. J Am Med Inform Assoc 2015;0:1-11. doi:10.1093/jamia/ocu025, Research and Applications

because they aim to identify all RCTs relevant to the subject of
interest, and missing ~15% of articles based on publication
type filtering is not acceptable. Instead SR groups review a
much larger set of articles manually, resulting in a huge
amount of additional work. In a prior study we found that the
single largest reason for excluding an article from an SR per-
formed by the Cochrane Collaboration was because the review
required RCTs and the articles retrieved by the literature search
were screened manually and determined to not be RCTs.*

We are currently conducting research on building a text
mining-based pipeline to aid in the creation of SRs.® A major
goal of the pipeline is to reduce the workload of systematic
reviewers by reducing the number of articles they assess that
are eventually excluded from the final SR. This represents es-
sentially wasted effort, and the SR could use the time saved
for much better purposes, such as performing deeper meta-
analysis, writing and publishing more reports, and conducting
additional SRs. There are also efforts underway to produce
quicker, smaller reviews, called “Rapid Reviews” that will re-
quire faster ways to get at the most important publications.5”

Since excluding an article from an SR because it is not an
RCT is the most common exclusion reason in many reviews, it is
clear that a highly accurate and complete confidence assess-
ment of whether all available topical articles are or are not RCTs
is an essential component of our text mining pipeline. This
knowledge would be best applied after the initial literature
search and before the articles are manually reviewed. A proba-
bilistic measure instead of a binary annotation would be most
appropriate. Articles could then be ranked for “RCT-ness” based
on this measure. The ranking could then be used for several pur-
poses, such as article filtering, work prioritization, and more
accurate estimation of the size of the relevant literature.®°

OBJECTIVE

The objective is to build highly accurate machine learning pre-
dictive models that can be used to access whether or not an
article is an RCT. The models will provide estimates of the
probability that a given article is an RCT. These models must
be applicable to both MEDLINE annotated articles as well as
unannotated article citation records. These confidence predic-
tions can then be used to retag MEDLINE articles, providing
more information about whether an article is an RCT compared
to binary publication type annotations.

MATERIALS AND METHODS

There is no single token feature or simple obvious model that
can be used to identify RCTs with high performance.
Preliminary research found that the best single feature is the
term “randomized,” which has an F1 of ~0.72, with the per-
formance of other top-ranked single features dropping precipi-
tously (see the Supplementary material). Furthermore, single
binary tokens do not provide a way to rank articles.

Instead, we chose to use a data-driven machine learning
approach. We applied machine learning techniques to build
RCT confidence prediction models using a large human-related
subset of PubMed. Model feature selection was performed

using forward selection of large sets of related features. These
models were then tested using held-out data, and compared to
other baseline approaches to evaluate the results of the spe-
cific techniques chosen. We also performed a manual review of
a random selection of article predictions.

Data set creation

A dataset intended to include all human-related article citations
published between 1987 and 2012 was created by querying
PubMed and downloading the publication record in XML format.
This was split into a training set, and year 2011 and 2012 evalua-
tion test sets. Full details are given in the Supplementary material.

Gold standard

In this work, the presence or absence of the MEDLINE RCT_PT
was used as a gold standard for training and for large-scale
evaluation. While, as discussed above, these annotations are
not 100% correct, taken at the scale of the millions of articles
in MEDLINE, the RCT_PT annotations can be assumed to be
correct with the addition of a small amount of noise. We used
the MEDLINE RCT_PT annotation as the dependent variable for
training our models, providing millions of samples on which to
perform machine learning and large-scale evaluation across all
human-related articles in MEDLINE.

Because the MEDLINE RCT_PT annotations do contain a
small percentage of errors, a manual review of a random se-
lection of articles was also performed. This was used to esti-
mate the error rate in MEDLINE and also compared to the
model predicted confidence. The manual review was based on
the MEDLINE definition of an RCT (http://www.ncbi.nlm.nih.
gov/mesh/68016449):

Work consisting of a clinical trial that involves at least
one test treatment and one control treatment, concurrent
enrollment and follow-up of the test- and control-treated
groups, and in which the treatments to be administered
are selected by a random process, such as the use of a
random-numbers table.

In the course of performing the manual review, it was found
that the MEDLINE definition was not clear enough to assign am-
biguous cases such as published studies that include both obser-
vational and randomized trials, or high level overview papers of
large multicenter trials. Therefore, we constructed an extended
RCT definition to give annotators additional guidance. Inter-rater
agreement Cohen’s k between the manual review and the
MEDLINE RCT_PT was 0.72, which is considered substantial
agreement. This is comparable to the best performance obtained
in other inter-rater agreement students on MEDLINE annotation."’
Additional detail is provided in the Supplementary material.

Data preprocessing

The dataset was preprocessed to create a large number of fea-
ture types for each article. Only information available in the
MEDLINE record was used to create feature types for machine
learning. There may be one, several, or millions of features for
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each type. The group of all features of a given type is termed a
feature set. Feature types fit into three main categories: a) tex-
tual features extracted from the title and abstract, such as title
n-grams of length 1-3; b) features extracted from the biblio-
graphic fields of the citation, such as journal and author names;
and c) features derived from annotated MEDLINE fields such as
MeSH terms and publication types. In total approximately
45 million unique binary and numeric features were generated.

Note that for training, and some of the evaluations, the
presence/absence of the MEDLINE publication type RCT was
used as the gold standard to classify a positive RCT/negative
RCT article. However, it is emphasized that the MEDLINE publi-
cation type RCT was not used as an input feature in any of our
machine learning models, which in fact did not employ publica-
tion type information at all (see below).

As part of the feature set preprocessing, the statistical sig-
nificance of every individual feature in the training set was
evaluated using the chi-squared test (CHISQ), across all feature
types for predicting whether an article was an RCT (details are
given in the Supplementary material). This collection of fea-
tures will be referred to as the statistically significant feature
set. Predictive machine learning models built with this feature
set will be compared with models built without first filtering the
features by significance testing.

Machine learning approach

For greater utility in using the results in real-world information
retrieval applications, it was highly desirable that the machine
learning model produce an accurately calibrated confidence es-
timate of whether each article was or was not an RCT. For ex-
ample, over a large sample of articles predicted to be RCTs at
0.60 confidence, close to 60% of those articles on close exami-
nation should actually be RCTs. Resource constraints included
reasonable time performance and fitting into the 64 GB mem-
ory space on the Linux CentOS release 6.4 computer that was
available for building the models.

Algorithm

After some initial experimentation with several machine learn-
ing approaches and implementations including the Weka
(http://www.cs.waikato.ac.nz/ml/weka/) implementation of lo-
gistic regression, decision trees, K-nearest neighbors, and the
SVMLight (http://svmlight.joachims.org/)'? implementation of
support vector machines (SVMs), the Liblinear' fast linear im-
plementation of SVM was selected. This implementation of
SVM is specifically optimized for solving binary linear SVM
problems on large, sparse data and is much faster and requires
less memory than more general SVM implementations. It was
the only algorithm that could handle the large datasets (up to
available memory) and converge to a solution within a reason-
able amount of time on our equipment, which was operation-
ally defined as a maximum of 24 h/run.

Confidence prediction
While the Liblinear SVM implementation can generate predic-
tive models from the large datasets, it does not produce a

confidence prediction along with the classification of each doc-
ument as RCT positive or negative. However, confidence pre-
dictions based on the signed margin distance that Liblinear
provides were generated using an extension to the method of
Riiping."* The signed-margin distance is the distance of a
sample in feature space in front or behind the optimal separat-
ing hyperplane determined by the SVM. Applying Riiping’s
method converts this distance into a probabilistic confidence
prediction. This method and our extensions are described in
detail in the Supplementary material.

Training data subsampling

Because of computer memory limitations, it was not practical to
train the models on the entire 1987—-2010 training set of over 5
million articles. Before beginning the model selection process,
an initial study was conducted to determine how much of the
training data was actually required to get maximum classifier
performance. A 5 x 2 cross-validation was performed on the
training data using all of the title and abstract derived features
in the database and the article corpus was sampled at a num-
ber of increments representing training data fractions between
0.50% and 10.0% of the full training data set. Examining these
initial results, it was clear that classifier performance is basically
flat between 5% and 10% sampling of the training data (figure
shown in the Supplementary material). To err on the side of us-
ing more than enough data, 7.5% sampling was selected for
cross-validation and final model training for all of the feature set
forward selection (see below) and final model building runs.

Feature modeling

Most features were treated as binary in our model. This decision
was made based on our prior experience with literature classifica-
tion and the need for computational efficiency. In our past work,
using the feature scalar instead of the binary value provided little
if any gain.®'® Features such as MeSH terms are binary by nature,
and, in short text samples such as titles and abstracts, important
predictive features most often do not occur more than once.
N-grams in the title and abstract were treated separately.

There is wide range of author counts in our dataset and for
this feature it could be worth using the full scalar value. It was hy-
pothesized that the relationship between being an RCT and the
number of authors would be neither monotonic nor linear, and
that various ranges of author count could have widely different
predictive value. A method called recursive partitioning was used
to split these count-based features into ranges and treat each
range as a separate binary feature. Recursive partitioning (RP)
uses a minimum description length approach.’® Preliminary ex-
periments using cross-validation on the 2010 training data
showed that the RP approach resulted in slightly improved perfor-
mance compared to simple author count normalization. We used
RP to model the author count feature in all our subsequent experi-
ments. Full details are provided in the Supplementary material.

Feature set selection
With hundreds of millions of potentially predictive features, it
was not feasible to select model features one feature at a time.
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Instead the models were built using a forward selection process
on each feature set. Starting with no feature sets in the model,
the addition of each feature set not yet included in the model is
tested for improvement using cross-validation and evaluation of
area under the receiver operating characteristic curve (AUC) and
F1 measures. The feature set that improves the model the most
is added to the current model and the process repeated until no
remaining feature sets improve the model. This is described in
detail in the Supplementary material.

After the feature set selection step was complete, the final
predictive model was trained using the chosen feature sets and
the complete (subsampled) training set. In this way two final
predictive models using forward selection were built, the
main model that used citation data plus annotated metadata
available in MEDLINE such as MeSH terms (the CITATION_
PLUS_MESH model), and another model using only the features
available in the publication citation (the CITATION_ONLY
model). Each model was optimized for a different purpose. The
CITATION_PLUS_MESH model was created to automatically an-
notate with RCT confidence all articles in MEDLINE that had
been indexed and annotated by the National Library of
Medicine. The CITATION_ONLY model is more flexible in that it
can be applied to any article from a journal indexed in
MEDLINE for which citation information (title, abstract, authors,
journal, etc.) is available. The CITATION_ONLY model can also
be applied to articles in the queue waiting for MEDLINE index-
ing. Together the CITATION_PLUS_MESH and CITATION_ONLY
models are referred to as the FORWARD SELECTION models.

Several other models were built for comparing performance
with our two main models. The statistically significant feature
set was intersected with the features available using the same
citation only and citation plus MEDLINE criteria used with the
FORWARD SELECTION models to build two predictive models
restricted to individually statistically significant features with

these feature sets. These models were also trained with the
7.5% subsampled training data and are referred to as the
CHISQ FEATURE FILTERING models. To test whether inclusion
of Publication Type information would contribute to perfor-
mance, models that included our final collection of feature sets
plus the MEDLINE publication types (minus the RCT_PT of
course) were evaluated. These are referred to as the FORWARD
SELECTION PLUS PUBTYPES models. Lastly, it is important to
show the relative impact of limiting predictive models to statis-
tically significant features as opposed to simply limiting the
number of features, and; therefore, citation only and citation
plus MEDLINE models were created with the same number of
features as the CHISQ FEATURE FILTERING models created us-
ing CHISQ statistically significant features. Features were
sorted based on the absolute value of the SVM coefficient in
the FORWARD SELECTION models and only the top N features
were kept, where N was the number of features in the CHISQ
filtered model. These are termed the POST HOC DROP LOW
WEIGHTS models.

Investigations to optimize the machine learning models
Model feature set selection and cross-validation

Our forward selection process found a collection of the seven
best performing feature sets for the CITATION_ONLY model
and ten feature sets in the CITATION_PLUS_MESH model.
The selected feature sets are given in the Supplementary mate-
rial. Final cross-validation AUC, average precision, F1, and
mean squared error (MSE) on the training set are shown for the
CITATION_PLUS_MESH model in Table 1, and for the
CITATION_ONLY model in Table 2. Overall, both models per-
formed with high accuracy achieving AUC’s of approximately
0.97 with the CITATION_PLUS_MESH model being slightly bet-
ter across all measures. The difference in AUC between the
models is statistically significant at oo.=0.05. The AUC 95%

Table 1: Performance of the main classifier using the CITATION_PLUS_MESH_MODEL, showing 5x
2-way cross-validation performance on the entire training dataset, as well as performance on the held-

out testing sets corresponding to human-related articles published in the years 2011 and 2012

CITATION_PLUS_MESH_MODEL

DATASET
MEASURE 1987-2010 cross-validation 2011 2012
AUC 0.976 0.973 (0.9714, 0.9746) 0.972 (0.9704, 0.9736)
AVERAGE_PRECISION 0.877 0.873 0.870
Fi1 0.820 0.822 0.824
ACCURACY 0.985 0.985 0.985
MSE */0.048 0.013/0.045 0.013/0.044

AUC = area under the receiver operating characteristic curve, AVERAGE_PRECISION = average precision at RCT positive rankings, F1 = balanced
F-measure, harmonic mean of precision and recall, MSE = mean squared error of the confidence predictions with/without use of the enhanced
Riiping confidence estimation method. The confidence estimation method was not used for the cross-validation model selection runs because of its
increased run-time. The 95% confidence intervals for AUC on the 2011 and 2012 data sets are shown in parentheses next to these values.
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Table 2: Performance of the final classifier using the CITATION_ONLY_MODEL, showing 5x 2-way
cross-validation performance on the entire training dataset, as well as performance on the held-out
testing sets corresponding to human-related articles published in the years 2011 and 2012

CITATION_ONLY_MODEL

DATASET
MEASURE 1987-2010 cross-validation 2011 2012
AUC 0.969 0.966 (0.9642, 0.9678) 0.965 (0.9632, 0.9668)
AVERAGE_PRECISION 0.855 0.854 0.852
Fi1 0.800 0.807 0.811
ACCURACY 0.984 0.984 0.984
MSE */0.052 0.014/0.048 0.014/0.048

AUC = area under the receiver operating characteristic curve, AVERAGE_PRECISION = average precision at RCT positive rankings, F1 = balanced
F-measure, harmonic mean of precision and recall, MSE = mean squared error of the confidence predictions with/without use of the enhanced
Riiping confidence estimation method. The confidence estimation method was not used for the cross-validation model selection runs because of its
increased run-time. The 95% confidence intervals for AUC on the 2011 and 2012 data sets are shown in parentheses next to these values.

confidence intervals computed using the conservative Hanley/
McNeil method do not overlap. These intervals are shown in
parenthesis next to the AUC values in Tables 1 and 2.

Of particular note are the low values of MSE on the confi-
dence predictions, showing the high accuracy of the enhanced
Riiping method. On average, the squared error of the confi-
dence predictions of both models is less than 0.015. Tables 1
and 2 also compare the MSE achieved by the enhanced Riiping
method with a baseline method of simply mapping the signed
margin value to a zero-centered sigmoid curve. The enhanced
Rlping method is > 3 x as accurate than the simple sigmoid
method.

Comparison of final models with alternate feature selection
methods

Table 3 compares the performance of our final models with that
of three other models incorporating differing feature selection
methods on the held-out 2011 data subset. These include the
statistically significant feature set (CHISQ FEATURE FILTERING),
adding MEDLINE publication type features to our final
models (FORWARD SELECTION PLUS PUBTYPES), and dramati-
cally reducing the feature set size of our final models by drop-
ping low weight features (POST HOC DROP LOW WEIGHTS
models).

The forward selection process greatly outperforms the
CHISQ statistically significant feature selection method across
all metrics. This is not simply due to the greater number of
features available to the SVM machine learning method. The
column POSTHOC DROP LOW WEIGHTS shows the perfor-
mance of the forward selection method after limiting the final
features to approximately the same number as the CHISQ
method. This performance is almost identical to that of the for-
ward selection method, with a factor of 300-400x fewer
features.

The table also shows the results of adding MEDLINE publi-
cation type features to the final forward selection models.
Performance on AUC increases a little, while average precision
drops much more. The F1 and MSE also worsen. Overall, add-
ing MEDLINE publication types to the final models decreases
performance, validating our initial decision not to include these
features in our model building process.

Evaluation methods

A combination of large-scale gold standard based metric mea-
sures and small-scale manual review was used to evaluate the
machine learning models and the resulting predictions. As
noted above, using the MEDLINE RCT_PT as a gold standard,
AUC and mean precision were used as the decision metrics for
forward selection. The F1 was used as a measure of binary
classification performance, and the MSE (mean squared error)
as a measure of the accuracy of the predicted confidence
value.

To evaluate the performance of the models as they would
be used for a SR, a manual review of a subset of the predic-
tions was also performed. For this, the topic-based search
terms from four Cochrane reviews'’~2° were used to perform
PubMed searches and collect articles. These topics were ran-
domly chosen from a set that our group has used in previous
work” that included PubMed search terms. The highly sensitive
controlled trial search criteria of Dickersin et al.>' were added
to these terms. The topic search queries are given in
Supplementary Table S2. Articles that did not have the
MEDLINE publication type RCT assigned to them were specifi-
cally selected, as these are of the greatest interest, and then
the CITATION_PLUS_MESH predictive model was run on these
articles. The predicted confidence values were grouped into
0.10 wide intervals between 0.0 and 1.0, and 20 articles
from each interval were randomly chosen for manual review.
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Table 3: Performance comparisons between several alternate modeling approaches and the final clas-

sifier models
MODELING APPROACH
MODEL FORWARD CHISQ POSTHOC FORWARD
SELECTION FEATURE DROP LOW SELECTION PLUS
FILTERING WEIGHTS PUBTYPES
AUC
CITATION_ONLY_MODEL 0.966 0.948 0.967 0.969
CITATION_PLUS_MESH_MODEL 0.973 0.959 0.973 0.974
AVERAGE_PRECISION
CITATION_ONLY_MODEL 0.854 0.781 0.853 0.840
CITATION_PLUS_MESH_MODEL 0.873 0.826 0.873 0.856
Fi
CITATION_ONLY_MODEL 0.807 0.727 0.808 0.778
CITATION_PLUS_MESH_MODEL 0.822 0.771 0.823 0.794
MSE
CITATION_ONLY_MODEL 0.014 0.020 0.014 0.015
CITATION_PLUS_MESH_MODEL 0.013 0.016 0.013 0.014
NUMBER OF FEATURES
CITATION_ONLY_MODEL 44,114,421 102,023 102,262 44,114,572
CITATION_PLUS_MESH_MODEL 34,636,788 113,177 110,982 34,636,939

AUC =area under the receiver operating characteristic curve, AVERAGE_PRECISION = average precision at RCT positive rankings,
F1 = balanced F-measure, harmonic mean of precision and recall, MSE = mean squared error of the confidence predictions.

The annotator was provided with only the PubMed identifiers
for these 200 articles in randomized order and asked to assign
to one of three categories: RCT, UNCERTAIN, or NOT_RCT.

To evaluate the possibility of errors in the assignment of the
RCT_PT in MEDLINE, a random subset of 50 previously unseen
articles assigned the RCT_PT published in the year 2014 were
also manually reviewed. The CITATION_PLUS_MESH confi-
dences were also computed for these articles and analyzed.

RESULTS
Performance of the optimized models in identifying RCTs
The high performance of both models under cross-validation
was validated by the performance on the 2011 and 2012 held-
out data sets. As shown in Tables 1 and 2, for both years, the
AUC (>0.965) is extremely high, as is accuracy (>0.984) and
F-score (>0.807). Overall performance is very nearly the same
as cross-validation across all measures for both models on
both datasets, demonstrating that using the cross-validation
procedure resulted in accurate performance estimations for
model selection.

The differences in AUC performance between the forward
selection CITATION_PLUS_MESH and CITATION_ONLY models

are small but statistically significant for both 2011 and 2012
held-out data sets. The AUC 95% confidence intervals com-
puted using the conservative Hanley/McNeil method do not
overlap. The 95% confidence intervals are shown in parenthe-
sis next to the AUC values in Tables 1 and 2.

For further analysis, the Supplementary material also in-
cludes tables showing the most strongly weighted positive and
negative features in both models, and a distribution of the con-
fidence predictions for MEDLINE articles indexed by publication
type as either RCTs or non-RCTs in the held-out 2011 dataset.

Analysis of cases in which the model disagreed with the
MEDLINE RCT_PT

Figure 1 shows the result of our manual evaluation on the ran-
dom sample of articles not assigned the MEDLINE RCT_PT
from the four SR topics. The graph shows two lines. The first
STRICT_RCT_PREVALENCE treats samples judged UNCERTAIN
as NOT_RCT. The second line LOOSE_RCT_PREVALENCE,
treats UNCERTAIN samples as RCT. Both lines show high corre-
lation between the mid point of the prediction confidence range
and the RCT prevalence of samples with confidence predictions
fitting in that range. Both lines are essentially monotonic.


http://jamia.oxfordjournals.org/lookup/suppl/doi:10.1093/jamia/ocu025/-/DC1

Cohen AM, et al. J Am Med Inform Assoc 2015;0:1-11. doi:10.1093/jamia/ocu025, Research and Applications

the predicted confidence. This is likely due to two reasons. First, in order to keep the manual review task modest, the bin-
ning that was used to group the confidence ranges, and the number of samples in each bin are somewhat coarse. Second,
and more importantly, the manually reviewed samples do not represent a uniform random sample from MEDLINE. The sam-
ples were specifically chosen to not have the MEDLINE RCT_PT. Since all of these had been previously reviewed by

DLINE annotators and not tagged with this publication type, it is reasonable to expect that these articles would have
somewhat less than predicted chance of| being RCTs. Still, for the articles with high predicted confidence, a large fraction of
the articles were designated as RCTs by the reviewer.

Confidence Range vs. Manual Review Prevalence
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The most extreme disagreements between our predictions
and the annotations occurred where the CITATION_PLUS_
MESH model predicted confidence is very high and the
MEDLINE RCT_PT is absent, and also where the predicted con-
fidence is very low and the MEDLINE publication type is pre-
sent. Across the entire dataset, which includes articles meeting
the human-related article search criteria (discussed above)
from 1987 to 2012, 1811 articles with RCT confidence predic-
tions >0.95 were found that did not have the MEDLINE
RCT_PT assigned. Based on the manually reviewed RCT as-
signments shown in Figure 1, we expect about 70% (1268) of
the 1811 high confidence prediction articles to correctly be
RCTs. Using a less extreme threshold, it was found that 19 838

articles where the CITATION_PLUS_MESH model predicted
confidence was >0.50 and the MEDLINE RCT_PT is missing.
Again, based on Figure 1, we expect about 40% (7935) of
these articles to be RCTs. The full 1987-2012 human related
article dataset has 277 789 articles tagged with the MEDLINE
RCT_PT, and so these 7935 articles represent a potential addi-
tional 3% correctly annotated RCT articles.

Examining the other type of disagreement, 20523 articles
were found with RCT confidence predictions <0.05 that did
have the MEDLINE RCT_PT assigned. Using the confidence
prediction and based on the results in Figure 1, it is estimated
that 19497 (95% of 20523) articles may be assigned the
RCT_PT incorrectly. This represents an error rate of about 7%.
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The abstract and full text of the lowest scoring ten articles of
this 20523 article set were manually reviewed, all of which
had CITATION_PLUS_MESH model predicted confidence
<0.0005. After manual review, every one of these articles was
determined to not be a specific RCT.

The random subset of 50 previously unseen articles pub-
lished in 2014 annotated with the RCT_PT showed 14 articles
where the independent annotator disagreed with the RCT_PT
assignment, the annotator agreed with the other 36 assign-
ments. Of these 14 articles, 11 had CITATION_PLUS_MESH
confidence scores below 0.50, 5 had low confidence scores
below 0.25, and 3 had very low confidence scores below 0.01.
Reasons given by the independent annotator for designating
the articles as not RCTs included: “not randomized,” “not con-
trolled,” “treatment allocation blocked by clinic not patient,”
and “describes a proposed RCT.” Based on these initial analy-
ses, it is conservatively estimated that at least 5% of the arti-
cles having the MEDLINE RCT_PT are likely to not actually be
RCTs and that these errors could be detected by our model.

Overall, the model could be used to identify approximately
7900 (3%) additional RCTs in MEDLINE. In addition, approxi-
mately 12900 (5%) potential RCT_PT assignment errors could
be identified. Combined, this represents about 20 000 (7%) po-
tentially identifiable and fixable, RCT_PT errors.

DISCUSSION

In this work, a machine learning model was built, which pro-
vides highly accurate confidence predictions about whether or
not an article is an RCT using only information available in the
MEDLINE record including the citation, the article abstract, and
the assigned MeSH terms. While the CITATION_PLUS_MESH
model is more accurate across all measures, it can of course
only be applied to articles that have been annotated in
MEDLINE. Therefore, a second model was created that is almost
as good as the first model, but requires only the citation and ab-
stract. Based on the manual evaluations, the current research
also demonstrates that the automated retagging could be useful
for reviewing RCTs in MEDLINE. First, the approach can identify
articles not annotated in MEDLINE that are highly likely to actu-
ally be RCTs. Second, the approach can identify articles anno-
tated as RCTs in MEDLINE that may not in fact be RCTs.

The machine learning model provides an RCT confidence pre-
diction, rather than simply a binary assignment, which allows ar-
ticles to be ranked by their RCT confidence. While it is expected
that any article tagged with the MEDLINE RCT_PT will be consid-
ered by pipeline users as potentially an RCT, retagging provides
additional information on all the articles both those tagged and
not tagged with the MEDLINE publication type. Articles can be or-
dered by their RCT confidence values; this can be used for work
prioritization and reading assignment by the SR team.

Using the CITATION_ONLY model, citations can be accu-
rately ranked before they are tagged in MEDLINE and, there-
fore, do not otherwise have any assigned publication types.
Since the citation information used in the model (title, authors,
journal, and abstract) is essentially equivalent between data-
bases, the CITATION_ONLY model should perform equally on

articles published in MEDLINE-indexed journals identified by
searching other databases. Further study is required to deter-
mine whether the performance of the models will be sufficient
for articles indexed in other databases that are published in
journals not included in MEDLINE. For our primary purpose of
incorporating the RCT retagger in a meta-search engine, this
will allow combining all citations retrieved by a search into a
single ranked list, both those present in MEDLINE as well as
those only found in other bibliographic databases. The most
likely RCT articles, both those not tagged as such in MEDLINE
or not indexed in MEDLINE, will be identified. Articles that are
tagged with the MEDLINE RCT_PT but may not actually be
RCTs may be ranked lower than articles with higher
confidence.

Systematic reviewers can select a confidence cutoff thresh-
old and decide to postpone or not review any articles that have
either a low confidence, are not tagged with the RCT_PT, or
both. Using our retagging models, users can decide on a per-
topic basis what confidence cutoff level to apply in determining
which articles to review for potential inclusion in an SR. For ex-
ample, the acute cholecystitis literature search (see Table S2 in
the Supplementary material) returned 3883 articles in our data
set. About 20% (795) of these were annotated with the
MEDLINE RCT_PT, the rest were not. Of the 3088 unannotated
articles, 2751 had confidence predictions <0.10. If the review
team skipped just these 2751 articles, they would avoid the
need to examine 85% of the unannotated articles. Conversely,
for this topic search, 337 articles not annotated with the
RCT_PT were found with confidence predictions > 0.10, and it
is highly likely that searching this set of 337 articles will cap-
ture most, if not all, of the true RCTs residing within the 3088
unannotated articles.

As another direction of future work, the RCT confidence pre-
dictions could also be used as a means to review the applica-
tion of the RCT_PT across all of MEDLINE. The manual
evaluation of topic specific query results showed that there
were a substantial number of articles not assigned the
MEDLINE RCT_PT that had high RCT confidence scores. The
random manual evaluation of articles assigned the MEDLINE
RCT_PT showed articles that were not RCTs that were assigned
the MEDLINE RCT_PT and a substantial number of these had
very low confidence scores. This suggests that articles as-
signed the MEDLINE RCT_PT and having very low confidence
scores may benefit from re-review. In general, articles with the
greatest disagreement between the publication type and the
retagger confidence prediction in either direction could be re-
viewed and possibly updated. Similar work has been performed
manually by Weiland et al. [3]; the retagger opens the possibil-
ity of automating this process and repeating it periodically.

As far as we are aware, this is the first work demonstrating
a highly accurate machine learned-based model for predicting
the confidence of whether an article describes a RCT.
Researchers have published work describing optimized search
terms that can be used within an information retrieval system
such as PubMed.?'™%® Several groups, including ourselves,
have published work discussing the application of machine
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learning techniques to improve the process of SR. Some ma-
chine learning models have been designed to identify articles
likely to be included in a review given a prior set of reviewed
documents,®?*2® while others identify specific high quality
content (eg, articles, sentences) in terms of EBM criteria.?%32
Interestingly, Bekhuis and Demner-Fushman have published
work on using machine learning to screen nonrandomized
studies for inclusion in SRs.>** There has also been a signifi-
cant amount of general Natural Language Processing (NLP) re-
search (beyond machine learning) with applications to
improving the SR process and supporting EBM in various ways
(eg,>>%"). There is also substantial literature discussing ways
of improving the SR process independent of machine learning
or NLP techniques (eg,**™").

CONCLUSION

In this work, highly accurate models were developed for identify-
ing RCTs across a large subset of MEDLINE publications, both
with and without MeSH and other MEDLINE annotation features.
These models use a new enhancement to Riiping’s method to
create accurate confidence predictions from margin distances.
These confidence predictions can be used to aid SR, and the
method may assist both prospectively and retrospectively in
quality control for manually assigned publication type tagging in
MEDLINE and potentially other bibliographic databases. It has
also been demonstrated that post hoc feature reduction can be
used to significantly reduce the size and complexity of predictive
models without diminishing performance.

The RCT confidence predictions described here have been
made available to users as a free, public web service with a
user query form front end at: http://arrowsmith.psych.uic.edu/
cgi-bin/arrowsmith_uic/RCT_Tagger.cgi. Users can enter a
PubMed query into the form, which returns a list of articles in-
dexed in PubMed ranked by descending RCT confidence.
Retrieved citations and corresponding RCT confidences can be
downloaded in XML or BibTeX format. This service is part of
our text mining pipeline to support SR and EBM.*>** This will
offer significant savings of time and effort during the process of
writing SRs.
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