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Support Vector Machine and  
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• SVM 

• Extentions 

• Issues in the classification of text documents 

• ML methods in ad hoc information retrieval 
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min distance is taking perpendicular

on the hyperplane
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Soft Margin Classifications (SVM) 

alpha 
C



Soft Margin Classifications (SVM) 

soft~stability



MultiClass SVM 

1 vs all



Non Linear SVM 
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Non Linear SVM 



Experimental results 



Bias-Variance tradeoff 
High order like KNN: 

-high variance= different training set give rise to different 
classifiers.  
due to high variance they tend to overfit 
-low bias 
the classes might be represented  
more accurately than just a linear separation 



Soft Margin Classifications (SVM) 

Large C: hard margin=>high bias low variance 
small C: soft margin=>low bias high variance 



Issues in the classification of text 
documents

TIP: 
little data? 

prefer supervised? 
go for low bias no to overfit  

and general as much as possible 
like what? 

NB 



Issues in the classification of text 
documents

TIP: 
Not all data labeled? 
Use Semi supervised 

or in SVM, transductive SVM 

TIP: 
Active Learning 

DCT eases  
hand-writing rules 

!



Issues in the classification of text 
documents

TIP to improve Classification: 
try hierarchical classification 

assuming independence in mistakes 
might increase accuracy 

by voting, boost(adaboost), bagging  
!



Issues in the classification of text 
documents

TIP in Features: 
think when choosing a feature, 

similar behavior of features  
might suggest correlation 

 and redundancy 
try catching all under same feature 

ex: stemming: good? bad? 
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ML methods in ad hoc information retrieval 

ranking?

find w that obey this inequation 



Learning to Rank for  
Information Retrieval

Liu et al. 
!

Chapter 1-5



!

• introduction 

• Pointwise Approach 

• Pairwise Approach 

• Listwise Approach 

• Analysis 



Intro

Problems to rank: 

document retrieval  

collaborative filtering 

key-term extraction 

important email routing 

sentiment analysis



Intro

Query Dependent Models: 

!

!

!

!

where TF(t,d) is the term frequency of t in document d;  
IDF(t) is the IDF weight of term t 
LEN(d) is the length (number of words) of document d;  
avdl is the average document length in the text collection from which documents are drawn;  
k1 and b are free parameters;  



Intro

Query Dependent Models: 

!

!

!

!

where TF(t,d) is the term frequency of t in document d;  
IDF(t) is the IDF weight of term t 
LEN(d) is the length (number of words) of document d;  
avdl is the average document length in the text collection from which documents are drawn;  
k1 and b are free parameters;  

smoothing factor to  
background model



Intro

Query InDependent Models: 

!

!

!

!

docs pointing to d_u

num of pointers in doc
value of doc

smoothing



Intro

Relevance Judgment:  

• relevant or not 

• d_i is relevant more d_j 

• order docs 

!

!



Intro

evaluation: 

• all on query level 

• all measures are position based 

• methods: 

Mean AVG precision 

!



Intro

evaluation: 

• all on query level 

• all measures are position based 

• methods: 

Discounted Cumulative Gain 

!

where π−1(r) denotes the document ranked at  
position r of the list π, G(·) is the rating of a document (one usually sets 

 G(π−1(r)) = (2lπ−1(r) − 1)), and η(r) is a 
 position discount factor (one usually sets η(r) = 1/log2(r + 1)).



Intro

evaluation: 

• all on query level 

• all measures are position based 

• methods: 

Rank Correlation 

!

The correlation between the ranked list given by 
 the model (denoted as π) and the relevance judgment 

 (denoted as πl) can be used to define a measure.  
For example, when the weighted Kendall’s τ is used,  

the RC measures the weighted pair- wise inconsistency between two lists



Intro
feature based with discriminative training



Pointwise Learning

doc d1=y4

doc d3=y6

doc d2=y3

or πl

P(relevance|d,q)  
a can be sorted



Pointwise Learning

doc d1=y4

doc d3=y6

doc d2=y3

or πl or relative comparison

P(relevance|d,q)  
a can be sorted

docs are iid



Pointwise Learning

Regression: 

-polynomial and subset ranking 

!

T=num of feats in doc 
binary or topic list in y

problem: cannot constraint to (1,0) 
(2,0) doesn’t make sense  

if not (1,0), (2,0) not more relevant  



Pointwise Learning

Classification: 

-ME and SVM 

SVM: good generalization theory based on the VC dimension, and 
therefore is theoretically guaranteed to have good performance even if 
the number of training samples is small 

!
judge,prediction

multi class



Pointwise Learning

Ordinal: 

!

!

!



Pointwise Learning

Ordinal: 

!

!

!

ranking with large margin principles



Pointwise Learning
Problems: 

We want relative order and not relevance degree! 

because will still ignore the document in context of other 
documents 

if we have |Xi|>>|Xj| for different q -> loss function will 
be dominated by those q with |Xi| 

the position of each doc is ignored in the loss function 



Pairwise Learning

!

RankNet and FRank 

!

doesn’t have always  
a zero minimum 

scaling

there will always be some loss no matter what kind of model is used



Pairwise Learning



Pairwise Learning

ranking SVM



Pairwise Learning

!

Problem: if we have |Xi|>>|Xj| for different q -> 
loss function will be dominated by those q with |
Xi| and since these are pairs the problem is bigger. 

Solution: 

  



Pairwise Learning

!

Problem: if we have |Xi|>>|Xj| for different q -> loss function 
will be dominated by those q with |Xi| and since these are pairs 
the problem is bigger. 

Solution: 

The pairwise loss for a query will be normalized by the total 
number of document pairs associated with that query -> 
comparable with each other in their magnitude, no matter how 
many document pairs they are originally associated (IR-SVM) 



Listwise Learning

Direct Optimization of IR Evaluation 
Measures 

!

!

!

GOAL:  
learn the ranking model by directly optimizing  

what is used to evaluate the ranking performance



Listwise Learning

Direct Optimization of IR Evaluation 
Measures 

!

!

!



Listwise Learning

Direct Optimization of IR Evaluation 
Measures 

!

!

!

Genetic Programming based Algorithms

A single population genetic programming is used to perform learning on the tree. Cross-over, mutation, 
reproduction, and tournament selection are used as evolution mechanisms, and the IR evaluation measure 

is used as the fitness function



Listwise Learning

Minimization of Listwise Ranking Losses 

!

!

!

GOAL:  
measures the inconsistency between the output of the ranking  

model and the ground truth permutation πy



Listwise Learning

Minimization of Listwise Ranking Losses 

ListNet:  

is all about permutation probability distribution based on the 
scores given by scoring function f: 

!
!!

!

!
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Listwise Learning

Minimization of Listwise Ranking Losses 

ListNet:  

is all about permutation probability distribution based on the 
scores given by scoring function f: 

!
!!

!

!

Then it defines another permutation probability distribution Py(π) based on the ground truth label.3 For the next 
step, ListNet uses the K–L divergence between these two distributions to define its listwise ranking loss (which 

we call the K–L divergence loss for short).



Listwise Learning

Minimization of Listwise Ranking Losses 

ListNet:  

is all about permutation probability distribution based on the 
scores given by scoring function f: 

!
!!

!

!

Then it defines another permutation probability distribution Py(π) based on the ground truth label.3 For the next 
step, ListNet uses the K–L divergence between these two distributions to define its listwise ranking loss (which 

we call the K–L divergence loss for short).

high computation load but  
can be reduced to polynomial



Listwise Learning

Minimization of Listwise Ranking Losses 

ListMLE:  

listNet too big - complexity 

listNet too small - permutation info will be lost 

!
!!

!

!

For each query q, with the permutation probability distribution defined with the output of the scoring 
function, it uses the negative log likelihood of the ground truth permutation as the listwise ranking loss
*permutations satisfying these constraints might not always be the ground truth permutations



Analysis

Pointwise 

If one can really minimize the regression loss to zero, one can also minimize (1 − 
NDCG) to zero 

If one can really minimize the classification loss to zero, one can also minimize (1 
− NDCG) to zero at the same time 

However, The minimization of the regression loss and the classification loss is only a 
sufficient condition but not a necessary condition for optimal ranking in terms of 
NDCG 
!!

!

!



Analysis

Pairwise 

As compared to the bounds given in the previous subsection, one can see 
that the essential loss has a nicer property. When (1 − NDCG) is zero, the 
essential loss is also zero. In other words, the zero value of the essential 
loss is not only a sufficient condition but also a necessary condition of the 
zero value of (1 − NDCG) 

!
!!

!

!



Analysis

Listwise - Listwise Ranking Loss 

The minimization of the likelihood loss in the training process will lead to the 
minimization of (1−NDCG) 

!

Listwise - Loss Functions in Direct Optimization Methods 

1) There always exists such inputs and outputs that will result in the large 
difference between its surrogate measure and the corresponding IR 
evaluation measure 

2) Consequently, it is not guaranteed that these algorithms can lead to 
the effective optimization of the IR evaluation measures 

!
!!



Learning for  
Search result Diversification

Zhu et al. 
!

2014



Intro

!
!
Goal: search result diversification !
Diverse ranking typically considers the relevance of a document in light of the other 
retrieved documents 

(1) The ranking function is defined as the combination of relevance score and diversity 
score, where the relevance score only depends on the content of the document, and the 
diversity score depends on the relationship between the current document and those 
previously selected 

(2) The loss function is defined as the likelihood loss of ground truth based on Plackett-
Luce model 

!



Intro



Intro

It is better to view diverse ranking as a sequential selection process, in the sense that the ranking list is 
generated in a sequential order, with each individual document ranked according to its relevance to the 

query and the relation between all the documents ranked before it



Intro

An illustration of the sequential way to define ranking function. All the rectangles represent candidate documents of a user query, and different colors represent different subtopics. The solid rectangle is  
relevant to the query, and the hollow rectangle is irrelevant to the query, and larger size means more relevance. X denotes all the candidate document collection. S denotes previously selected documents,  

and X\S denotes the remanent documents



Intro



Intro

relevance feature vector



Intro

relevance feature vector
relationships with selected docs



Intro

relevance feature vector
relationships with selected docsrelational function



Intro

relevance feature vector
relationships with selected docs

ranking function

relational function



Relational Function h(s)

purpose: diversity relationship



Relational Function h(s)

!

minimal distance 

averaged distance 

maximal distance 

!

!

purpose: diversity relationship



Diversity Feature Vector Rij

subtopic diversity 

!

!

!

!

!



Diversity Feature Vector Rij

subtopic diversity 

!

!

!

!

!

Probabilistic LSA



Diversity Feature Vector Rij

subtopic diversity 

!

!

!

!

!



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

!

!

!

!



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

!

!

!

!



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

!

!

!



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

anchor text diversity 

!

!

content and importance



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

anchor text diversity 

!

!
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Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

anchor text diversity 

ODP-based diversity 

linked-based diversity 



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

anchor text diversity 

ODP-based diversity 

linked-based diversity 



Diversity Feature Vector Rij

subtopic diversity 

text diversity 

title diversity 

anchor text diversity 

ODP-based diversity 

linked-based diversity 

url-based diversity



Loss Function L

model the generation of a diverse ranking list in a sequential way
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model the generation of a diverse ranking list in a sequential way



Loss Function L

model the generation of a diverse ranking list in a sequential way



Training



Learning



Prediction



features



evaluation



evaluation



evaluation



evaluation



Robustness Analysis

consistent win/loss ratio



Feature Importance Analysis



Feature Importance Analysis

subtopic diversity

complexity: future optimization



End

!

!

Should I implement it ? 

!

!


