
Learning From User Behavior

• Types of logs

• What do the data look like?

• What can we do with them?

• Queries

• Documents

• Users



Modern search engines log everything.

Query

Timestamp

IP Address (sometimes hashed)

User ID?

Click-through data

Search results

Advertisements?



Your browser might also log:

What pages you visit

When you visit them

What you click on

Etc. etc. etc.



What can we learn from this information?

What people search for;

How they look for it;

What they do once they find it;

How they decide they’ve found it;

Where they go next;

Etc. etc. etc.



What can we learn from this information?

We can learn about three main families of things:

Understanding queries

Understanding documents

Understanding users

And use that to guide our system’s behavior!



Search log data

3.1.1. Fields in a standard transaction log
Table 1 provides a sample of a standard transaction log format collected by a Web search

engine.
The fields are common in standard Web search engine transaction logs, although some

systems may log additional fields. A common additional field is a cookie2 identification code
that facilitates identifying individual searchers using a common computer.

In order to facilitate valid comparisons and contrasts with other analysis, a standard
terminology and set of metrics (Jansen & Pooch, 2001) is advocated, which will help address
one of Kurth's critiques (1993) concerning the communication of TLA results across studies.
Others have also noted terminology as issue in Web research (Pitkow, 1997).The standard field
labels and descriptors are presented below.

A searching episode is a series of searching interactions within a given temporal span. Each
record, shown as a row in Table 1, is a searching interaction. The format of each searching
interaction is as follows:

• User identification: the IP address of the client's computer. This is sometimes also an
anonymous user code address assigned by the search engine server, which is our example
in Table 1.

• Date: the date of the interaction as recorded by the search engine server.
• The time: the time of the interaction as recorded by the search engine server.
• Search URL: the query terms as entered by the user.

Table 1
Snippet from a Web search engine transaction log

User identification Date Time Search_url

ce00160c04c4158087704275d69fbecd 25/Apr/2004 04:08:50 Sphagnum Moss
Harvesting+New Jersey+Raking

38f04d74e651137587e9ba3f4f1af315 25/Apr/2004 04:08:50 emailanywhere
fabc953fe31996a0877732a1a970250a 25/Apr/2004 04:08:54 Tailpiece
5010dbbd750256bf4a2c3c77fb7f95c4 25/Apr/2004 04:08:54 1'personalities AND gender

AND education'1
25/Apr/2004 04:08:54 dmr panasonic
89bf2acc4b64e4570b89190f7694b301 25/Apr/2004 04:08:55 Bawdy poems

“Mark Twain” 25/Apr/2004
397e056655f01380cf181835dfc39426 04:08:56 gay porn
a9560248d1d8d7975ffc455fc921cdf6 25/Apr/2004 04:08:58 skin diagnostic
81347ea595323a15b18c08ba5167fbe3 25/Apr/2004 04:08:59 Pink Floyd CD label cover scans
3c5c399d3d7097d3d01aeea064305484 25/Apr/2004 04:09:00 freie stellen dangaard
9dafd20894b6d5f156846b56cd574f8d 25/Apr/2004 04:09:00 Moto.it
415154843dfe18f978ab6c63551f7c86 25/Apr/2004 04:09:00 Capability Maturity Model VS.
c03488704a64d981e263e3e8cf1211ef 25/Apr/2004 04:09:01 ana cleonides paulo fontoura

Note. Intentional errors are shown in boldface.

2 A cookie is a text message given by a Web server to a Web browser. The cookie is stored on the client
machine.

413B.J. Jansen / Library & Information Science Research 28 (2006) 407–432

Jansen, Bernard J. "Search log analysis: What it is, what's been done, how to do it." Library & information science research 28.3 (2006): 407-432.



Search log data

57:4 D. Jiang et al.

Fig. 2. Although search and browse log data have complex data structures, they can be summarized in a
hierarchy of data objects.

Query Count

facebook 3, 157 K
google 1, 796 K

youtube 1, 162 K
myspace 702 K

facebook com 665 K
yahoo 658 K

yahoo mail 486 K
yahoo com 486 K

ebay 486 K
facebook login 445 K

Fig. 3. An example of query histogram, which consists of queries and their frequencies.

patterns. Among the literature reviewed in this survey, 90% of the papers on log mining
utilized at least one of the four types of data summarization.

1.2.1. Query Histogram. A query histogram represents the number of times each query
is submitted to a search engine. As shown in Figure 3, query histogram contains query
strings and their frequencies. As a simple statistics, query histogram can be used in a
wide variety of applications, such as query auto completion and query suggestion.

1.2.2. Click-through Bipartite. A click-through bipartite graph, such as Figure 4, sum-
marizes click relations between queries and URLs in searches. The bipartite graph
consists of a set of query nodes and a set of URL nodes. A query and a URL are con-
nected by an edge if the URL is clicked by a user when it is returned as an answer to the
query. A weight cij may be associated with an edge eij , indicating the total number of
times URL uj is clicked with respect to query qi. Click-through bipartite is probably the
most widely used data structure in log mining. As we will see in the following sections,
it can be used for query transformation, query classification, document annotation, and
many other tasks.

1.2.3. Click Patterns. Click patterns summarize positions of clicked URLs in search
results of queries. To be specific, each search result (also known as search impression)
Iq with regard to query q can be represented by Iq = (q; L), where L is a list of triples
(u, p, c), where u is the URL of a page, p is the position of the page, and c indicates
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Fig. 4. An example of click-through bipartite graph. In a click-through bipartite graph, nodes represent
queries and URLs, and edges represent click relations between queries and URLs.

Fig. 5. An illustration of click patterns. Click patterns summarize positions of clicked URLs in search results
of queries.

whether the page is clicked. The identical search results are further aggregated to
one click pattern Pq = (q; L; cc), where cc is the number of search results. Figure 5
illustrates examples of click patterns. In practice, a list L only includes the top N URLs.
Compared with a click-through bipartite, click patterns contain richer information. A
click-through bipartite only represents aggregated clicks of URLs, while click patterns
further represent the positions of the clicked URLs as well as unclicked URLs. As
will be seen in the later sections, click patterns can facilitate many tasks in search,
such as classifying navigational and informational queries, learning pairwise document
preference, building sequential click models, and predicting user satisfaction.

1.2.4. Session Patterns. Session patterns summarize transitions among queries, clicks,
and browses within search sessions. In fact, session patterns can be defined in different
ways depending on specific applications. For example, Cao et al. [2008] and Boldi et al.
[2008] take sequences of queries as sessions and extract frequent query sequences as
session patterns. In other cases, session patterns may involve not only queries but
also clicked URLs. For example, Cao et al. [2009] defined session patterns based on
sequences of queries and their clicked URLs. Since session patterns represent users’
search behaviors in a more precise way, it has been used extensively. As will be seen
later, session patterns have been widely used in tasks such as query transformation,
document ranking, and user satisfaction prediction.

One critical issue with regard to session patterns is to determine the boundaries of
sessions in a query stream from the same user. A widely used simple method is the so-
called 30-minute rule. That is, any time interval longer than 30 minutes can be regarded
as a boundary [Boldi et al. 2008]. Jones and Klinkner [2008] formalized the problem
of session boundary detection as a classification problem. That is, given two adjacent
queries in a query stream, decide whether they belong to two sessions or not. Their
classifier makes use of features like the length of time between the two queries, the

ACM Transactions on Intelligent Systems and Technology, Vol. 4, No. 4, Article 57, Publication date: September 2013.
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Fig. 5. An illustration of click patterns. Click patterns summarize positions of clicked URLs in search results
of queries.
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illustrates examples of click patterns. In practice, a list L only includes the top N URLs.
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such as classifying navigational and informational queries, learning pairwise document
preference, building sequential click models, and predicting user satisfaction.
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called 30-minute rule. That is, any time interval longer than 30 minutes can be regarded
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Understanding queries

Query tasks:

Describing & quantifying

Classifying (by search goal, semantic class, etc.)

Transforming (spelling correction, suggestion, etc.)

Segmentation

Entity recognition



Understanding queries: Describing & quantifying

Queries tend to be very short (Jansen et al. says 1.66-2.6 words)

Queries strongly follow power law distributions

Typical search session involves 2-3 queries



Understanding queries: Describing & quantifying

Major topical categories (according to Jiang et al.):

People & place
Commerce
Health
Entertainment
Internet & Computer
Pornography

Major linguistic structures:

Noun phrases
Compositions of noun phrases
Titles
Natural language



Understanding queries: Classifying

Search goal (navigational vs. informational)
Can be inferred for more common queries by looking at click-
through data

Semantic class
Using click-through data, can classify based on text of target 
URLs...

... can also cluster based on click-through bipartite.

Location sensitivity

Temporal sensitivity

Does the query co-occur with location names?

Use time-stamp info, compare likelihoods within time windows



Understanding queries: Transforming

Idea: Use click-through bipartite to identify similar queries
Pearson correlation; agglomerative clustering; etc.

Change a less effective query to a more effective query (“ny times” -> “new 
york times”; spelling correction, etc.

The challenge: click-through graph can get very large...

Another approach: Use session data

Intuition: Users often issue similar queries in the same session, 
as part of “natural” reformulation.

Can use likelihood ratio of two queries w/in a session, etc. to 
identify “similar” pairs.



Understanding queries: Transforming

Change a less effective query to a more effective query (“ny times” -> “new 
york times”; spelling correction, etc.

Model-based transformation:

If we know that “sign on hotmail” and “sign up hotmail” are 
similar..a

... generalize to learn that “sign on X” and “sign up X” are similar.



Understanding queries: Segmenting

“new york times square” could be: 

“new york” AND “times square”, or 

“new york times” AND “square”

Hagen et al.‘s unsupervised approach:

57:14 D. Jiang et al.

and X. They proposed to add another random variable o and employ the model P(y, o|x)
to solve the problem, where o takes values from a set of operations. An operation can be
insertion, deletion, and substitution of letters in a word, splitting of a word into multiple
words, merging of multiple words into a single word, word stemming, or some others.
To be specific, the number of mappings from any x in X to any y in Y can be very large.
However, the number of mappings from x to y under operation o will be drastically
reduced. They defined P(y, o|x) as a conditional random field (CRF) model on query
word sequences. They developed methods for learning the model and making prediction
using dynamic programming. Given a sequence of query words, the CFR model predicts
a sequence of refined query words as well as corresponding refinement operations. One
merit of this approach is that different types of transformations, such as spelling
error correction, merging, splitting, and stemming, can be performed simultaneously,
and thus the accuracy of transformation can be enhanced, because sometimes the
transformations are interdependent. The data for training the CFR model can be mined
from session data using a method developed by Jones et al. [2006].

Spelling error correction in query can be viewed as a specific task of query transfor-
mation. Normally, about 10% of queries contain spelling error, and thus spelling error
correction is a very important component for Web search [Guo et al. 2008]. Guo et al.
[2008] developed a discriminative approach. Duan and Hsu [2011] proposed generative
approaches to spelling error correction. See also Li et al. [2012].

2.4. Query Segmentation
A query q can be viewed as a sequence of words (w1, w2, . . . , wk). A segmentation of
query q is a sequence of phrases that can compose the query. For a query of k words,
there are 2k−1 possible segmentations. Query segmentation is a difficult task, because
queries are short and ambiguous. For example, the query “new york times square” may
have different segments, “(new york) (times square)” and “(new york times) (square)”.
Both supervised and unsupervised approaches are proposed for query segmentation.

Bergsma and Wang [2007] proposed viewing the query segmentation task as
a problem of making a segmentation decision at each adjacent word pair. In the
classification framework, the input is a query and a position in the query, and the
output is a segmentation decision at the position (yes/no). In segmentation, k − 1
decisions are made for a k word query. A binary classifier can be trained for the
problem. Features like whether the left word is “the” and part of speech of the left word
are used. Bergsma and Wang [2007] verified that a local classification approach works
better than a global tagging approach, such as one using a hidden Markov model, the
reason being that query segmentation is not a sequential modeling problem.

Hagen et al. [2011] proposed an unsupervised approach to query segmentation.
The advantage of the unsupervised approach is that no training is needed. Although
the method proposed by them is very simple, it works very well in experimentations.
The method, called naı̈ve normalization, calculates a score for each segmentation of a
query, ranks the segmentations based on their scores, and takes the segmentation with
the highest score as output. That is,

score(S) =
{ ∑

s∈S |s||s| f req(s), ∀s, f req(s) > 0, |s| ≥ 2,

−1, otherwise,

where S denotes one segmentation and s is a segment (an n-gram) within S, f req(s)
is the frequency of s calculated from a large Web corpus. The summation is only taken
from the segments of more than one word. Furthermore, |s||s| is a weight favoring
long segments (n-grams), because longer segments are more preferable. For example,
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S is a given segmentation, and s is an n-gram in S.

Intuition: longer, more common sub-sequences should be rewarded.

We can use query frequency data!



Understanding documents

Document tasks:

Representing

Determining relative importance

Queries & Clicks as annotations

Queries & Clicks as endorsements

Browse time as endorsement

Ranking search results

Queries & Clicks as endorsements

Preference pairs (direct ranking)



Understanding documents: Representation

Simplest idea: use query terms as additional index 
terms on clicked document; weight accordingly

Advantage: Simplicity, works surprisingly well

Disadvantage: Assumes query term independence, click-
through data is very sparse (many pages have zero clicks)

Intuition: If a user clicks on a page in response to a 
query, the page is probably useful/relevant
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Fig. 7. An example of click-through bipartite graph, where nodes stand for queries and webpages.

not have any clicks. How can we effectively annotate those webpages? Several studies
addressed the challenge using various techniques.

Xue et al. [2004] proposed two methods for dealing with the sparseness challenge.
The first method makes use of not only the queries associated with a webpage as
the representations of the web page, but also the queries associated with its similar
webpages. Here, two webpages are considered similar if they are clicked in the searches
of the same set of queries. For example, consider the queries and the webpages in
Figure 7. A query and a webpage are linked by an edge if the webpage is clicked
when the query is searched. Pages p2 and p4 are clicked by the same set of queries,
namely, {q1, q3, q4}. Thus, p2 and p4 are considered similar because they may satisfy
the similar information needs. The term frequency of query qj with respect to webpage
di is calculated by W(di, qj) =

∑
dk∈Sim(di ) S(di, dk)W(dk, qj), where Sim(di) is the set of

webpages similar to webpage di, S(di, dk) is the similarity between webpages di and dk
calculated based on co-click relations, and W(dk, qj) is the frequency of query qj with
respect to webpage dk.

The second method is an iterative approach that mutually reinforces query and doc-
ument similarities on the click-through bipartite graph. The method performs random
walks on the click-through graph. It is assumed that two webpages are similar if they
can be searched by similar queries and two queries are similar if they can search
similar webpages.

Technically, let SQ[q1, q2] ∈ [0, 1] be the similarity between two queries q1, q2 in
question, and Let SP[p1, p2] ∈ [0, 1] be the similarity between two webpages p1, p2 in
question. The following equations are used to implement the previous mutual reinforc-
ing rules.

SQ[q1, q2] =
{

1, if q1 = q2,
C

|O(q1)||O(q2)|
∑|O(q1)|

i=1
∑|O(q2)|

j=1 SP[Oi(q1), O j(q2)], otherwise,
(1)

SP[p1, p2] =
{

1, if p1 = p2,
C

|I(p1)||I(p2)|
∑|I(p1)|

i=1
∑|I(p2)|

j=1 SQ[Ii(p1), I j(p2)], otherwise,
(2)

where C is a decaying factor that is set to 0.7 empirically, O(q) is the set of webpages
associated with query q, Oi(q) is the ith webpage in the set O(q), I(p) is the set of
queries associated with webpage p, and Ii(p) is the ith query in the set I(p).

Since Equations (1) and (2) are recursive, we can propagate the similarities through
an iterative process. We start with

S0(p1, p2) =
{

1, (p1 = p2),
0, otherwise,
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Understanding documents: Representation

Intuition: If a user clicks on a page in response to a 
query, the page is probably useful/relevant

More robust idea: Use click-through bipartite to identify similar 
pages and queries; use queries from similar pages.



Understanding documents: Importance

We’ve talked about PageRank, HITS, etc.

One drawback: those methods only represent the 
point of view of site authors.

By analyzing user browsing behavior, we can identify 
pages that users actually spend time on!

This is helpful for dealing with link spam.



Understanding documents: Ranking

We can use click-through information to improve ranking.

A user clicks on document #2...

... then, a minute later, clicks on #5.

Possible interpretation: #2 was insufficiently relevant.

Possible interpretation: #5 was more relevant than #3 and #4.

Problem: Position bias!!



Understanding users

User tasks:

Personalization

Contextualization

User A might want different results than user B.

Task A might need different results than task B. What task is the 
user performing?

Evaluation of satisfaction (or performance, behavior, etc.)



Understanding users: Personalization

Observation: Users often repeat a query and click on the 
same result each time.

Click-based personalization up-ranks page p for query q and user u if 
there is reason to think that this is a common query/selection.

57:24 D. Jiang et al.

For example, Dou et al. [2007] defined the following click-based ranking score,

S(q, p, u) = click(q, p, u)
click(q, ·, u) + β

, (4)

where S(q, p, u) is the personalized relevance score of document p with respect to
query q and user u, click(q, p, u) is the number of times user u clicks on document p
with respect to query q in the log data, click(q, ·, u) is the total number of times user
u clicks on documents with respect to query q, and β is a smoothing factor. The more
times document p is clicked by user u with respect to query q, the higher personalized
relevance score p receives. In practice, this ranking model does not work for new queries
and suffers from data sparsity.

To address the problem of data sparsity, Dou et al. [2007] proposed borrowing the
idea of collaborative filtering and using the information from other users to conduct
smoothing on the relevance scores. If user u′ who is similar to user u searches with
query q before, then the click information from user u′ can be leveraged to estimate
S(q, p, u). Let function sim(us, u) represent the similarity between two users us and u,
the personalized relevance score in Equation (4) can be redefined as

S(q, p, u) =
∑

us
sim(us, u)click(q, p, us)

β +
∑

us
click(q, ·, us)

. (5)

It means that the more similar user us is to user u, the more likely the clicked pages
by us are also clicked by u, and thus the higher relevance score document p has. The
similarity function sim(us, u) in Equation (5) can be defined in different ways. Dou et al.
[2007] classified webpages into predefined topics and learned each user’s preference
on the topics using the pages visited by the user. The similarity between users is then
determined by the similarity between their topic preferences.

Sun et al. [2005] proposed the CubeSVD algorithm, which conducts three-order
singular value decomposition on the query-document-user cube. We can also use the
algorithm to calculate the relevance score of a document with respect to a query and
a user, which turns out to be another click-based method. CubeSVD employs the more
general higher-order singular value decomposition (HOSVD) [Lathauwer et al. 2000]
and is an extension of Latent Semantic Analysis [Deerwester et al. 1990]. Specifically,
the CubeSVD method builds a three-mode tensor C ∈ Rl×m×n from the log data, where
l, m, and n are the numbers of users, queries, and documents, respectively, and each
element Cuqp (1 ≤ u ≤ l, 1 ≤ q ≤ m, and 1 ≤ p ≤ n) denotes the number of times
document p is clicked by user u with respect to query q. The method then calculates
the core tensor S from C using HOSVD. The core tensor S can capture the major
latent factors among the users, queries, and documents in C. Finally, the CubeSVD
method derives a new tensor Ĉ from the core tensor S. An element Ĉuqp in the new
tensor Â represents the personalized relevance score of document p with respect to
user u and query q. Since the correlation among users is encoded in the core tensor S,
even if user u never raises query q, her preference on page p with respect to query q
can still be estimated. For other related work see also Jin et al. [2004].

5.1.2. Term-Based Methods. Compared with click-based methods, term-based personal-
ization methods are more robust to sparse data. They typically create a profile for each
user through documents visited or queries issued by the user and integrate it into the
ranking model BM25 [Jones et al. 1998] or language model [Lafferty and Zhai 2001].

Teevan et al. [2005] created a profile for each user u, consisting of tuples (ti, wu
i ),

where ti is a term and wu
i is the weight of term ti with respect to user u. This profile is

then applied into the BM25 model to rerank search result. The BM25 score of document
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Problem: sparsity; doesn’t work for new queries.
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For example, Dou et al. [2007] defined the following click-based ranking score,

S(q, p, u) = click(q, p, u)
click(q, ·, u) + β

, (4)

where S(q, p, u) is the personalized relevance score of document p with respect to
query q and user u, click(q, p, u) is the number of times user u clicks on document p
with respect to query q in the log data, click(q, ·, u) is the total number of times user
u clicks on documents with respect to query q, and β is a smoothing factor. The more
times document p is clicked by user u with respect to query q, the higher personalized
relevance score p receives. In practice, this ranking model does not work for new queries
and suffers from data sparsity.

To address the problem of data sparsity, Dou et al. [2007] proposed borrowing the
idea of collaborative filtering and using the information from other users to conduct
smoothing on the relevance scores. If user u′ who is similar to user u searches with
query q before, then the click information from user u′ can be leveraged to estimate
S(q, p, u). Let function sim(us, u) represent the similarity between two users us and u,
the personalized relevance score in Equation (4) can be redefined as

S(q, p, u) =
∑
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sim(us, u)click(q, p, us)
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∑
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click(q, ·, us)

. (5)

It means that the more similar user us is to user u, the more likely the clicked pages
by us are also clicked by u, and thus the higher relevance score document p has. The
similarity function sim(us, u) in Equation (5) can be defined in different ways. Dou et al.
[2007] classified webpages into predefined topics and learned each user’s preference
on the topics using the pages visited by the user. The similarity between users is then
determined by the similarity between their topic preferences.

Sun et al. [2005] proposed the CubeSVD algorithm, which conducts three-order
singular value decomposition on the query-document-user cube. We can also use the
algorithm to calculate the relevance score of a document with respect to a query and
a user, which turns out to be another click-based method. CubeSVD employs the more
general higher-order singular value decomposition (HOSVD) [Lathauwer et al. 2000]
and is an extension of Latent Semantic Analysis [Deerwester et al. 1990]. Specifically,
the CubeSVD method builds a three-mode tensor C ∈ Rl×m×n from the log data, where
l, m, and n are the numbers of users, queries, and documents, respectively, and each
element Cuqp (1 ≤ u ≤ l, 1 ≤ q ≤ m, and 1 ≤ p ≤ n) denotes the number of times
document p is clicked by user u with respect to query q. The method then calculates
the core tensor S from C using HOSVD. The core tensor S can capture the major
latent factors among the users, queries, and documents in C. Finally, the CubeSVD
method derives a new tensor Ĉ from the core tensor S. An element Ĉuqp in the new
tensor Â represents the personalized relevance score of document p with respect to
user u and query q. Since the correlation among users is encoded in the core tensor S,
even if user u never raises query q, her preference on page p with respect to query q
can still be estimated. For other related work see also Jin et al. [2004].

5.1.2. Term-Based Methods. Compared with click-based methods, term-based personal-
ization methods are more robust to sparse data. They typically create a profile for each
user through documents visited or queries issued by the user and integrate it into the
ranking model BM25 [Jones et al. 1998] or language model [Lafferty and Zhai 2001].

Teevan et al. [2005] created a profile for each user u, consisting of tuples (ti, wu
i ),

where ti is a term and wu
i is the weight of term ti with respect to user u. This profile is

then applied into the BM25 model to rerank search result. The BM25 score of document
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Dou et al.

Solution: Find similar users, and use their data!

Problem: Calculating sim(us, u) can be challenging!



Understanding users: Personalization

Another approach: term-based personalization

Using records of pages visited, queries issued, etc., build a 
probabilistic profile of the user, and integrate into search scoring.
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d with respect to query q and user u is defined as

Su(q, d) =
∑

ti∈q

t fi(k1 + 1)
k1 + t fi
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i ,

where ti is a term in query q, t fi is the term frequency of ti in document d, k1 is a
constant, and wu

i is the term weight with respect to user u, calculated in the same way
as in relevance feedback
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|Du
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)
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|Du| − |Du

i | + 0.5
) ,

where N is the total number of documents in the corpus, ni is the number of documents
containing wi, Du is the set of documents browsed by user u, and Du

i is the subset of
documents in Du that contain term wi. Their method assumes that the pages browsed
by user u are relevant to u, either explicitly or implicitly judged by the user.

Tan et al. [2006] built personalized language models. Suppose that query qi is sub-
mitted by user u. The method finds in the user’s search history Hu all queries qj that
user u asked before. For each query qj , the method constructs a language model θ j
from both the clicked and unclicked search results of qj . It then uses the personalized
language models in search.

The retrieval framework based on language models is formally defined as

D(θi||θd) =
∑

t∈V

p(t|θi) log
p(t|θi)
p(t|θd)

, (6)

where θi and θd, respectively, are the language models for query qi and document d,
p(t|θi) and p(t|θd) are the probabilities of term t based on models θi and θd, respectively,
and D(θi||θd) is the Kullback-Leibler divergence between θi and θd. The major idea
of their method is to replace the query language model θi in Equation (6) by the
personalized language model θu

i , which includes user’s history information Hu. The
probability distribution of θu

i is specifically defined as

p
(
t|θu

i
)

= λi p
(
t|θi

)
+ (1 − λi)p

(
t|θh

i
)
,

where λi is a parameter between 0 and 1, and θh
i is the language model constructed

from user u’s search history Hu. Let Hu = {q1, . . . , qk}, θh
i is defined as the weighted

sum of the language models of the queries in Hu, normalized by the sum of the weights.
Then,

p
(
t|θh

i
)

=
∑

qj∈Hu
σ j p(t|θ j)

∑
qj∈Hu λ j

,

where the language model θ j for each query qj can be estimated from both the clicked
and unclicked documents of qj , and the weight σ j for model θ j depends on the similarity
between qi and qj . The more similar qj is to qi, the more influence θ j has on the
personalized model θu

i .

5.1.3. Topic-Based Methods. The term-based methods may not be applicable to a query
and a user if none of the terms in the query occurs in the user’s search history. In such
cases, we may consider employing topic-based methods.

A topic-based personalization method creates a topic profile for each user. In gen-
eral, a topic profile πu for user u is represented by a vector, where each element πu[ci]
indicates the probability that the user is interested in a particular topic ci. The prob-
abilities are estimated from the user’s search and/or browse history. For example, we
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Or build a language model based on the user’s search history:
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5.1.3. Topic-Based Methods. The term-based methods may not be applicable to a query
and a user if none of the terms in the query occurs in the user’s search history. In such
cases, we may consider employing topic-based methods.

A topic-based personalization method creates a topic profile for each user. In gen-
eral, a topic profile πu for user u is represented by a vector, where each element πu[ci]
indicates the probability that the user is interested in a particular topic ci. The prob-
abilities are estimated from the user’s search and/or browse history. For example, we
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Also can do topic-modeling, etc., to handle novel queries.
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ABSTRACT
Most analysis of web search relevance and performance takes
a single query as the unit of search engine interaction. When
studies attempt to group queries together by task or session,
a timeout is typically used to identify the boundary. How-
ever, users query search engines in order to accomplish tasks
at a variety of granularities, issuing multiple queries as they
attempt to accomplish tasks. In this work we study real
sessions manually labeled into hierarchical tasks, and show
that timeouts, whatever their length, are of limited utility
in identifying task boundaries, achieving a maximum pre-
cision of only 70%. We report on properties of this search
task hierarchy, as seen in a random sample of user interac-
tions from a major web search engine’s log, annotated by
human editors, learning that 17% of tasks are interleaved,
and 20% are hierarchically organized. No previous work has
analyzed or addressed automatic identification of interleaved
and hierarchically organized search tasks. We propose and
evaluate a method for the automated segmentation of users’
query streams into hierarchical units. Our classifiers can
improve on timeout segmentation, as well as other previ-
ously published approaches, bringing the accuracy up to 92%
for identifying fine-grained task boundaries, and 89-97% for
identifying pairs of queries from the same task when tasks
are interleaved hierarchically. This is the first work to iden-
tify, measure and automatically segment sequences of user
queries into their hierarchical structure. The ability to per-
form this kind of segmentation paves the way for evaluating
search engines in terms of user task completion.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Query formu-
lation

⇤This work was conducted while this author was at Yahoo!
Inc
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General Terms
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Keywords
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ary detection, search goal

1. INTRODUCTION
Web search engines attempt to satisfy users’ information

needs by ranking web pages with respect to queries. But the
reality of web search is that it is often a process of querying,
learning, and reformulating. A series of interactions between
user and search engine can be necessary to satisfy a single
information need [18].

To understand the way users accomplish tasks and sub-
tasks using multiple search queries, we exhaustively anno-
tated 3-day long query sequences for 312 web searchers. We
limited the duration to three days to allow complete anno-
tation of every query sequence, with an extremely thorough
approach. These spans of time allowed us to identify tasks
which result in queries placed over multiple days, as well
as multiple tasks which may occur over several days. We
manually annotated these query sequences with tasks and
subtasks (which we will define as missions and goals), find-
ing that many tasks contained subtasks, and many di↵erent
tasks and subtasks were interleaved. While previous work
has examined the way users interleave tasks [9], no previous
work has examined the way tasks contain subtasks.

If we are able to accurately identify sets of queries with the
same (or related) information-seeking intent, then we will
be in a better position to evaluate the performance of a web
search engine from the user’s point of view. For example,
standard metrics of user involvement with a search engine or
portal emphasize visits or time spent [1]. However, each page
view can constitute small pieces of the same information
need and each visit could encompass some larger task. If we
could instead quantify the number of information needs or
tasks which a user addresses via a website, we would have a
clearer picture of the importance of the site to that user. In
particular, we could evaluate user e↵ort in terms of queries
issued or time spent on a task, as the user attempts to satisfy
an information need or fulfill a more complex objective.

To this end, we built classifiers to identify task and sub-
tasks boundaries, as well as pairs of queries which corre-
spond to the same task, despite being interleaved with queries
from other tasks.
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ABSTRACT 
We show that incorporating user behavior data can significantly 
improve ordering of top results in real web search setting.  We 
examine alternatives for incorporating feedback into the ranking 
process and explore the contributions of user feedback compared to 
other common web search features. We report results of a large 
scale evaluation over 3,000 queries and 12 million user interactions 
with a popular web search engine. We show that incorporating 
implicit feedback can augment other features, improving the 
accuracy of a competitive web search ranking algorithms by as 
much as 31% relative to the original performance. 

Categories and Subject Descriptors 
H.3.3 Information Search and Retrieval – Relevance feedback, 
search process; H.3.5 Online Information Services – Web-based 
services. 

General Terms 
Algorithms, Measurement, Experimentation 

Keywords 
Web search, implicit relevance feedback, web search ranking. 

1. INTRODUCTION 
Millions of users interact with search engines daily. They issue 
queries, follow some of the links in the results, click on ads, spend 
time on pages, reformulate their queries, and perform other actions. 
These interactions can serve as a valuable source of information for 
tuning and improving web search result ranking and can 
compliment more costly explicit judgments.  

Implicit relevance feedback for ranking and personalization has 
become an active area of research. Recent work by Joachims and 
others exploring implicit feedback in controlled environments have 
shown the value of incorporating implicit feedback into the ranking 
process. Our motivation for this work is to understand how implicit 
feedback can be used in a large-scale operational environment to 

improve retrieval. How does it compare to and compliment 
evidence from page content, anchor text, or link-based features 
such as inlinks or PageRank? While it is intuitive that user 
interactions with the web search engine should reveal at least some 
information that could be used for ranking, estimating user 
preferences in real web search settings is a challenging problem, 
since real user interactions tend to be more “noisy” than commonly 
assumed in the controlled settings of previous studies.  

Our paper explores whether implicit feedback can be helpful in 
realistic environments, where user feedback can be noisy (or 
adversarial) and a web search engine already uses hundreds of 
features and is heavily tuned. To this end, we explore different 
approaches for ranking web search results using real user behavior 
obtained as part of normal interactions with the web search engine.  

The specific contributions of this paper include: 

• Analysis of alternatives for incorporating user behavior 
into web search ranking (Section 3). 

• An application of a robust implicit feedback model derived 
from mining millions of user interactions with a major web 
search engine (Section 4). 

• A large scale evaluation over real user queries and search 
results, showing significant improvements derived from 
incorporating user feedback (Section 6). 

We summarize our findings and discuss extensions to the current 
work in Section 7, which concludes the paper. 

2. BACKGROUND AND RELATED WORK 
Ranking search results is a fundamental problem in information 
retrieval. Most common approaches primarily focus on similarity of 
query and a page, as well as the overall page quality [3,4,24]. 
However, with increasing popularity of search engines, implicit 
feedback (i.e., the actions users take when interacting with the 
search engine) can be used to improve the rankings.  

Implicit relevance measures have been studied by several research 
groups. An overview of implicit measures is compiled in Kelly and 
Teevan [14]. This research, while developing valuable insights into 
implicit relevance measures, was not applied to improve the 
ranking of web search results in realistic settings.  

Closely related to our work, Joachims [11] collected implicit 
measures in place of explicit measures, introducing a technique 
based entirely on clickthrough data to learn ranking functions. Fox 
et al. [8] explored the relationship between implicit and explicit 
measures in Web search, and developed Bayesian models to 
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ABSTRACT
Web Search has seen two big changes recently: rapid growth in
mobile search traffic, and an increasing trend towards providing
answer-like results for relatively simple information needs (e.g.,
[weather today]). Such results display the answer or relevant infor-
mation on the search page itself without requiring a user to click.
While clicks on organic search results have been used extensively
to infer result relevance and search satisfaction, clicks on answer-
like results are often rare (or meaningless), making it challenging
to evaluate answer quality. Together, these call for better measure-
ment and understanding of search satisfaction on mobile devices.
In this paper, we studied whether tracking the browser viewport
(visible portion of a web page) on mobile phones could enable ac-
curate measurement of user attention at scale, and provide good
measurement of search satisfaction in the absence of clicks. Fo-
cusing on answer-like results in web search, we designed a lab
study to systematically vary answer presence and relevance (to the
user’s information need), obtained satisfaction ratings from users,
and simultaneously recorded eye gaze and viewport data as users
performed search tasks. Using this ground truth, we identified
increased scrolling past answer and increased time below answer
as clear, measurable signals of user dissatisfaction with answers.
While the viewport may contain three to four results at any given
time, we found strong correlations between gaze duration and view-
port duration on a per result basis, and that the average user atten-
tion is focused on the top half of the phone screen, suggesting that
we may be able to scalably and reliably identify which specific re-
sult the user is looking at, from viewport data alone.

Keywords
Search on mobile phone; user attention and satisfaction; viewport
logging.

1. INTRODUCTION
Recent years have witnessed a rapid explosion in the usage of

mobile devices on the web. According to recent surveys, web
browsing on mobile devices increased five fold from 5.2% three
years ago to 25% in April 2014[26]; and a significant amount of
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Figure 1: An example of the search results page showing Knowl-
edge Graph result. The yellow area indicates current position of the
browser’s viewport (visible portion of the page).

search engines’ traffic (about one in every five searches) is gen-
erated by mobile devices[25]. Another recent change in search is
the increasing trend towards providing answer-like results for sim-
ple information needs that are popular on mobile (e.g., [weather
today], [pizza hut hours]). Such results display the answer or rel-
evant information on the search page itself without requiring the
user to click. Instant information is desirable on mobile devices,
but poses a challenge – while clicks on organic search results have
been extensively used to infer result relevance and search satisfac-
tion [5, 6], answer-like results often do not receive clicks, which
makes it difficult to evaluate answer quality and search satisfac-
tion. Together, the rapid growth in mobile traffic and answer-like
results in Search warrants better understanding of user attention and
satisfaction in search on mobile devices.

Search behavior on mobile devices can be different than on desk-
top for several reasons. Unlike traditional desktop computers with
large displays and mouse-keyboard interactions, touch enabled mo-
bile devices have small displays and offer a variety of touch inter-
actions, including touching, swiping and zooming. As a result, user
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search engines’ traffic (about one in every five searches) is gen-
erated by mobile devices[25]. Another recent change in search is
the increasing trend towards providing answer-like results for sim-
ple information needs that are popular on mobile (e.g., [weather
today], [pizza hut hours]). Such results display the answer or rel-
evant information on the search page itself without requiring the
user to click. Instant information is desirable on mobile devices,
but poses a challenge – while clicks on organic search results have
been extensively used to infer result relevance and search satisfac-
tion [5, 6], answer-like results often do not receive clicks, which
makes it difficult to evaluate answer quality and search satisfac-
tion. Together, the rapid growth in mobile traffic and answer-like
results in Search warrants better understanding of user attention and
satisfaction in search on mobile devices.

Search behavior on mobile devices can be different than on desk-
top for several reasons. Unlike traditional desktop computers with
large displays and mouse-keyboard interactions, touch enabled mo-
bile devices have small displays and offer a variety of touch inter-
actions, including touching, swiping and zooming. As a result, user
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a desktop monitor) and an actual mobile device can vary substan-
tially for reasons mentioned in the introduction (e.g., actual phones
can be held in the hand, and allow several touch interactions in-
cluding zooming in and scrolling that simulated phone setting may
not offer). To the best of our knowledge, study of Biedert et al.[2]
remains the only quantitative eye tracking study of reading behav-
ior performed on an actual mobile device. While our study uses
a similar technical setup, we focus on analyzing search behavior
on a mobile phone (search attention and satisfaction). In addition,
we demonstrate the utility of viewport based metrics and their high
correlation with user attention.

3. USER STUDY AND DATA COLLECTION
In order to evaluate our ideas, we designed and conducted a user

study with answer-like search results. We split the user study into
two parts: first, to study how a rich information panel with Knowl-
edge Graph results (KG) affects user search and attention behavior,
and second, to study how Instant Answers (IA) influence search
and attention behavior. Knowledge Graph results are often shown
for queries related to some entity, e.g. famous person, place, etc.
Examples of such queries are [angelina jolie] or [louvre] (shown
in Figure 1). Examples of queries that trigger Instant Answers in-
clude [weather today], [twitter stock price], [define amazing], [gi-
ants schedule]).

Our choice of dividing the study into two parts is motivated
by the fact that KG and IA have quite different user interfaces
which may potentially affect results of the study. Indeed, both re-
sult types (KG and IA) provide users with answer-like information
(i.e., the information is visible on the search page, no need to click
through), but they have different user interfaces. Instant Answer re-
sult type has a diverse UI, sometimes interactive, such as in weather
and “calculator” related queries; sometimes containing charts and
graphs, such as in weather and finance, and sometimes containing
text only, such as in dictionary lookup queries. On the other hand,
KG results have a consistent user interface and appearance – an
image block on top, followed by textual facts, and some links.

Both parts of the study used the following protocol. Participants
were presented with a web page containing a list of 20 search tasks.
Each entry in the list consisted of the task description, followed
by 2 hyperlinks – one pointing to the search results page (with a
predefined query related to the task), and the second pointing to
the post-task questionnaire. Participants were instructed to read
the task description, (attempt to) find the answer to the task, and
complete the post-task questionnaire.

To ensure that the tasks had similar levels of difficulty, two au-
thors of the paper verified that for each task, the corresponding
search results page (SERP) contained the answer in one of the
search result snippets, and the task could be solved by simply in-
specting the results. Thus, the tasks were fairly easy (required less
than a minute) and participants were instructed to spend not more
than three minutes per task. Upon finding the answer, participants
were asked to navigate back to the study home page by using the
“Back” button on the phone, and follow the second hyperlink to
complete the post-task questionnaire. On the post-task question-
naire page, participants were asked to rate their satisfaction with
the search results as a whole (single rating) on a 7 point likert scale
– 1 being completely dissatisfied and 7 being completely satisfied.
Note that the queries were predefined per task, and query reformu-
lation was not allowed.

For the first part of the study, we used a 2 x 2 within subject de-
sign with two factors: Relevance of the Knowledge Graph result to
the user’s information need, and Presence of the Knowledge Graph
result on the search page. Both factors have two levels: Relevance -

Figure 2: Top panel shows Tobii mobile stand including scene cam-
era, the eye tracker and a mobile phone placed at the device holder.
We used this setup to perform eye tracking in our user study. Bot-
tom panel illustrates post-processing step of mapping gaze from
scene camera coordinates to phone screen coordinates.

relevant or irrelevant, Presence - present or absent. Each participant
performed 20 search tasks (5 tasks per condition). The task presen-
tation order was randomized to eliminate any learning or task order
effects. In order to familiarize participants with the mobile device
and the study flow, each participant completed 4 practice tasks prior
to starting the study. After completing 20 tasks in the first study,
participants were given a 5 minute break before proceeding to the
second part of the study, which was similar, except that it focused
on Instant Answer results instead of Knowledge Graph results. In
second the part, IA was always present and we only varied the sin-
gle factor: IA Relevance. This enabled us to double the number of
tasks per condition (from 5 in KG to 10 in IA).

3.1 Participants
We recruited 30 participants with informed consent (12 male and

18 female) aged 18-65, with various occupations and self-reported
mobile search experience. Data from 6 participants was excluded
due to calibration problems with the eye tracker (missing fixations,
poor calibration accuracy). Most of the participants had normal or
corrected vision (e.g. contact lenses) and were able to read from
the mobile phone without wearing glasses.

3.2 Apparatus
We used the Tobii X60 eye tracker to record participant’s eye

gaze movements on the mobile phone. The eye tracker allowed
us to record eye gaze with a frequency of 60 Hz and accuracy of
0.5� of visual angle [27]. We used a Nexus 4 mobile phone run-
ning Android operating system as the mobile device. The Chrome
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Query Task Description
KG Relevant KG Not Relevant

university of cambridge What was the enrollment of the University of Cam-
bridge in 2012?

Find the rank of University of Cambridge in aca-
demic rankings.

golden gate bridge What is the length of the Golden Gate Bridge? Find information regarding tolling and transit
through the Golden Gate Bridge.

the avengers movie Who was director of the Avengers movie? Find a link to watch the Avengers movie trailer.
IA Relevant IA Not Relevant

sfo to atl price Find the ticket price of the Delta flight from San
Francisco (SFO) to Atlanta (ATL).

Find a website to compare different prices for flights
from San Francisco (SFO) to Atlanta (ATL).

aapl earnings What is the current stock price of Apple Inc.? Find Apple Inc. earnings in second quarter of 2013.
world cup 2014 When does the FIFA 2014 world cup start? Find a website to buy tickets for the FIFA 2014

world cup.

Table 1: Example task descriptions used in the user study.

browser was used to display the task description page and search
result pages. The phone was attached to Tobii’s mobile stand as
shown in the top panel of Figure 2. As part of the Tobii mobile
stand setup, the scene camera was configured to capture the video
of the mobile device during the study (sample screenshot shown in
bottom panel of Figure 2). The experiment began by calibrating eye
gaze of each participant using a five point calibration (four points
were shown in the corners of the phone screen and one point was
shown in the center). Unfortunately, Tobii X60 does not record eye
gaze in the phone’s coordinate system, which is required for de-
termining the exact result seen by the user, hence gaze data was
processed using the procedure described in Section 3.4.

3.3 Viewport Logging
To record the exact information that was displayed on the phone

screen at any given time, we instrumented custom viewport log-
ging. This allowed us to record the portion of the web page cur-
rently visible on the screen, as well as bounding boxes of all search
results shown on the page. Viewport logging was instrumented with
JavaScript and inserted into every SERP shown to the users. Our
script recorded bounding boxes of the search results, shortly after
the page was rendered in the browser, and logged viewport change
events such as scrolling and zooming. All the viewport events were
buffered and subsequently sent with an HTTP request to a user
study server where they were stored for subsequent analysis. Such
instrumentation allowed us to reconstruct what the user saw on the
screen at any point of time.

3.4 Gaze Data Post-Processing
As mentioned earlier, Tobii X60 captures gaze position in the

scene camera coordinate system instead of the phone coordinate
system2, which poses a challenge as quantitative analysis of atten-
tion on results requires gaze data to be in the phone coordinate
system. To this end, we designed a custom software to annotate
bounding boxes around the phone screen in Tobii’s scene video
of each participant, and to accurately map gaze from the scene to
phone coordinate system. The bottom panel in Figure 2 illustrates
the difference between scene and phone coordinate systems.

To perform the mapping, we chose two vectors along the phone’s
vertical and horizontal axes: v

horiz

= v3 � v0 and v
vert

= v1 �
v0, where v

i

corresponds to a vertex of the phone screen bounding
box, as shown in Figure 2. The eye gaze position in the phone
coordinate system is given by v

phone

= (v � v0)A
�1 where A =

[v
vert

, v
horiz

] is the coordinate change matrix. Finally, to get the
2A Tobii technical support specialist confirmed that Tobii x60 can-
not record gaze coordinates in the phone coordinate system.

actual eye gaze coordinates on the phone in pixels one needs to
scale v

phone

with phone’s screen size (378 x 567 px).
To associate eye gaze data with a particular page view recorded

in the viewport logs, we synchronized the eye tracker’s clock with
the clock used by the viewport logging on the phone. This allowed
us to map each gaze position to the corresponding search result
on the SERP by using the bounding boxes of all results on page
recorded in the viewport logs. The resulting mapping was accurate
enough to distinguish gaze position between two adjacent lines of
text, allowing even more fine grained analysis at sub-result level.

The raw eye gaze data was parsed to obtain a sequence of fixa-
tions (brief pauses in eye position for around 100-500ms) and sac-
cades (sudden jumps in eye position) using standard algorithms [7].
Eye fixations and their duration are thought to represent meaningful
information processing and can approximate attention [7]. Thus,
our subsequent analysis was performed using eye fixations.

4. RESULTS
We begin by analyzing the relationship between user behavior

metrics, derived from gaze, viewport and user actions, and the ex-
perimental conditions of our user study. Then, we present our find-
ings about user attention during search on mobile, including the
effect of result rank position and strong preference for the top half
of the screen. We conclude with presenting correlation analysis of
result viewing time measured with eye tracking and result display
time measured using viewport.

4.1 Effect of Answer Presence on Satisfaction
As search engines strive to provide answer-like results to users to

satisfy their information need instantly (without the need to click),
it becomes challenging to evaluate the effect of disturbing the origi-
nal ranked list (of clickable results) with a novel type of result (that
is often not clickable). In this section, we attempt to quantify how
user behavior and satisfaction are affected by injecting Knowledge
Graph (KG) (described in section 3) to the search results page. We
formulated the following hypothesis:

• H1: on average, users will be more satisfied when KG is
present than when it is absent.

To test this hypothesis, we performed a 2-way repeated mea-
sures ANOVA (within subjects design) and examined the effect of
KG presence on user’s satisfaction ratings. Consistent with H1, the
mean satisfaction ratings increased from 5.28 ± 0.09 when KG is
absent to 5.69±0.09 when KG is present (F(1,23)=13.35,p=0.001),
revealing a significant effect of KG presence on user satisfaction.
This shows that users are more satisfied when the answer-like result
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Metric KG Present KG Absent p-value 3

Relevant Not Relevant Relevant Not Relevant

Gaze

TimeOnKG (s) 0.64 ± 0.20 0.62 ± 0.09 p=0.067
% TimeOnKG 34 ± 5 39 ± 4 p=0.179

TimeBelowKG (s) 1.19 ± 0.32 0.73 ± 0.12 p=0.380
% TimeBelowKG 24 ± 4 28 ± 3 p=0.279

Viewport

TimeOnKG (s) 3.96 ± 0.42 5.38 ± 0.34 p<0.001
% TimeOnKG 25 ± 2 20 ± 1 p=0.029

TimeBelowKG (s) 11.28 ± 2.18 12.83 ± 1.26 p=0.001
% TimeBelowKG 16 ± 2 26 ± 2 p<0.001

Page

NumberOfScrolls 1.77 ± 0.28 3.32 ± 0.25 3.2 ± 0.33 2.52 ± 0.29 p=0.003
TimeOnPage (s) 5.37 ± 0.65 7.98 ± 0.47 9.80 ± 0.85 7.42 ± 0.65 p<0.001
TimeOnTask (s) 48.30 ± 30.06 163.82 ± 33.12 115.89 ± 39.31 64.13 ± 29.81 p<0.001

SatisfactionScore 6.03 ± 0.13 5.39 ± 0.13 5.0 ± 6.15 5.51 ± 0.11 p=0.002

Table 2: Gaze, Viewport and Page metrics summarized for each experiment condition (M ± SE).

(a) (b) (c) (d)

Figure 3: Average values of NumberOfScrolls, TimeOnTask, TimeOnPage and SatisfactionScore for four experimental conditions with error
bars indicating standard errors. Statistical significance of group pairwise comparisons is annotated using the following coding: NS - not
significant, * - p-value<0.05, ** - p-value<0.01, *** - p-value<0.001

is present. As expected, when KG is absent, we did not find any sta-
tistically significant differences in satisfaction between questions
used for KG relevant and KG irrelevant tasks, since they had simi-
lar difficulty levels(F(1,23)=3.578, p=0.07)).

4.2 Effect of Answer Relevance
Prior research in the desktop domain identified the relevance and

position of results as two major factors influencing user behavior in
search. In this section we investigate the effect of answer relevance
on user behavior, and Section 4.3 describes the effect of result po-
sition on the attention distribution on mobile phones. We focus on
KG- and IA- present conditions in order to identify useful behavior
metrics that can signal the relevance of answer-like results. To this
end we formulated four hypotheses:

• H2: when KG is present, users will be more satisfied when
it is relevant than when it is not.

• H3: users will take longer time to complete the task when
KG is irrelevant than when it is relevant.

• H4: users will reject irrelevant KG results sooner, i.e., spend
less time on irrelevant KG results.

• H5: users will scroll down further and spend more time in-
specting results below, when KG is irrelevant.

Table 2 summarizes gaze, viewport and page metrics computed
for the data collected in the KG part of the study. These metrics are
defined below.

Gaze metrics: TimeOnKG and TimeBelowKG report total fixa-
tion time spent (in seconds) viewing Knowledge Graph results;
%TimeOnKG and %TimeBelowKG report corresponding quantities
divided by time spent on all search result elements.
Viewport metrics: TimeOnKG and TimeBelowKG report the total
duration (in seconds) for which the Knowledge Graph result was
inside the user’s viewport (visible to the user); %TimeOnKG and
%TimeBelowKG viewport metrics report the corresponding quanti-
ties divided by the sum of viewport time of all result elements.
Page metrics: NumberOfScrolls reports number of times the user
scrolled down; TimeOnPage reports total time the user spent on
the search result page; TimeOnTask reports the time user spent on
completing the task (task end is determined by submission of the
task satisfaction rating); SatisfactionScore reports the user’s satis-
faction rating regarding search engine’s performance in the task.
For each of the metrics we performed a two-way with-subject de-
sign ANOVA for two factors related to Knowledge Graph result –
KG presence and KG relevance.

We start by analyzing the effect of answer relevance on these
metrics. Since answer relevance makes sense only when KG is
present, we focus on that condition (blue lines in Figures 3a-d).
Consistent with H2, we found that the users are more satisfied when
KG is relevant than irrelevant (6.03 ± 0.13 for relevant vs. 5.39 ±
0.13 for irrelevant, F(1,23)=14.47, p<0.001), suggesting that rele-
vant Knowledge Graph results significantly enhance user satisfac-
tion. Consistent with H3, when KG was relevant, users quickly
found the answer and completed the task faster, while when KG
was irrelevant, they spent more time on the page looking for the an-
swer. Thus, time on task increased significantly from 48.30±30.06
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Metric KG Present KG Absent p-value 3

Relevant Not Relevant Relevant Not Relevant

Gaze

TimeOnKG (s) 0.64 ± 0.20 0.62 ± 0.09 p=0.067
% TimeOnKG 34 ± 5 39 ± 4 p=0.179

TimeBelowKG (s) 1.19 ± 0.32 0.73 ± 0.12 p=0.380
% TimeBelowKG 24 ± 4 28 ± 3 p=0.279

Viewport

TimeOnKG (s) 3.96 ± 0.42 5.38 ± 0.34 p<0.001
% TimeOnKG 25 ± 2 20 ± 1 p=0.029

TimeBelowKG (s) 11.28 ± 2.18 12.83 ± 1.26 p=0.001
% TimeBelowKG 16 ± 2 26 ± 2 p<0.001

Page

NumberOfScrolls 1.77 ± 0.28 3.32 ± 0.25 3.2 ± 0.33 2.52 ± 0.29 p=0.003
TimeOnPage (s) 5.37 ± 0.65 7.98 ± 0.47 9.80 ± 0.85 7.42 ± 0.65 p<0.001
TimeOnTask (s) 48.30 ± 30.06 163.82 ± 33.12 115.89 ± 39.31 64.13 ± 29.81 p<0.001

SatisfactionScore 6.03 ± 0.13 5.39 ± 0.13 5.0 ± 6.15 5.51 ± 0.11 p=0.002

Table 2: Gaze, Viewport and Page metrics summarized for each experiment condition (M ± SE).

(a) (b) (c) (d)

Figure 3: Average values of NumberOfScrolls, TimeOnTask, TimeOnPage and SatisfactionScore for four experimental conditions with error
bars indicating standard errors. Statistical significance of group pairwise comparisons is annotated using the following coding: NS - not
significant, * - p-value<0.05, ** - p-value<0.01, *** - p-value<0.001

is present. As expected, when KG is absent, we did not find any sta-
tistically significant differences in satisfaction between questions
used for KG relevant and KG irrelevant tasks, since they had simi-
lar difficulty levels(F(1,23)=3.578, p=0.07)).

4.2 Effect of Answer Relevance
Prior research in the desktop domain identified the relevance and

position of results as two major factors influencing user behavior in
search. In this section we investigate the effect of answer relevance
on user behavior, and Section 4.3 describes the effect of result po-
sition on the attention distribution on mobile phones. We focus on
KG- and IA- present conditions in order to identify useful behavior
metrics that can signal the relevance of answer-like results. To this
end we formulated four hypotheses:

• H2: when KG is present, users will be more satisfied when
it is relevant than when it is not.

• H3: users will take longer time to complete the task when
KG is irrelevant than when it is relevant.

• H4: users will reject irrelevant KG results sooner, i.e., spend
less time on irrelevant KG results.

• H5: users will scroll down further and spend more time in-
specting results below, when KG is irrelevant.

Table 2 summarizes gaze, viewport and page metrics computed
for the data collected in the KG part of the study. These metrics are
defined below.

Gaze metrics: TimeOnKG and TimeBelowKG report total fixa-
tion time spent (in seconds) viewing Knowledge Graph results;
%TimeOnKG and %TimeBelowKG report corresponding quantities
divided by time spent on all search result elements.
Viewport metrics: TimeOnKG and TimeBelowKG report the total
duration (in seconds) for which the Knowledge Graph result was
inside the user’s viewport (visible to the user); %TimeOnKG and
%TimeBelowKG viewport metrics report the corresponding quanti-
ties divided by the sum of viewport time of all result elements.
Page metrics: NumberOfScrolls reports number of times the user
scrolled down; TimeOnPage reports total time the user spent on
the search result page; TimeOnTask reports the time user spent on
completing the task (task end is determined by submission of the
task satisfaction rating); SatisfactionScore reports the user’s satis-
faction rating regarding search engine’s performance in the task.
For each of the metrics we performed a two-way with-subject de-
sign ANOVA for two factors related to Knowledge Graph result –
KG presence and KG relevance.

We start by analyzing the effect of answer relevance on these
metrics. Since answer relevance makes sense only when KG is
present, we focus on that condition (blue lines in Figures 3a-d).
Consistent with H2, we found that the users are more satisfied when
KG is relevant than irrelevant (6.03 ± 0.13 for relevant vs. 5.39 ±
0.13 for irrelevant, F(1,23)=14.47, p<0.001), suggesting that rele-
vant Knowledge Graph results significantly enhance user satisfac-
tion. Consistent with H3, when KG was relevant, users quickly
found the answer and completed the task faster, while when KG
was irrelevant, they spent more time on the page looking for the an-
swer. Thus, time on task increased significantly from 48.30±30.06
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(a) KG Relevant (b) KG Not Relevant

Figure 4: Attention heatmaps for KG Relevant and KG Not Rele-
vant conditions. This figure shows that on average, across all users
in the study, there is increased gaze activity below KG when it is
irrelevant than relevant.

to 163.33 ± 33.12 seconds (p<0.05), and time on page also in-
creased significantly from 5.37 ± 0.65 to 7.98 ± 0.47 seconds
(p<0.05). Consistent with H5, relevant KG results were associated
with less scrolling down the page (1.77 ± 0.28 vs. 3.32 ± 0.25;
p<0.05). Thus, in all cases we observe positive effect of KG results
on user experience.

As expected and as shown in the red lines in Figures 3a-d, when
KG is absent, there were no statistically significant differences be-
tween the KG relevant and irrelevant conditions.

To aid more in-depth analysis of metrics in our study (2x2 de-
sign), we performed post-hoc tests on pairwise comparisons be-
tween the conditions using a 1-way ANOVA with Bonferroni cor-
rection and annotated corresponding plots of Figure 3 with signif-
icance markers. Comparisons that are significantly different are
denoted by a “*” in Figure 3, and the rest are denoted by “NS” for
not significant.

We focus on Figure 3d here. As seen in Section 4.1 and con-
sistent with H1, users are significantly more satisfied when KG is
present than absent (F(1,23)=13.35, p=0.001). Interestingly, for
KG-irrelevant tasks, KG presence had no effect (F(1,23)=0.349,
p=0.56). This suggests that Knowledge Graph results do not harm
user satisfaction, even when they are not directly answering user’s
information need. We found a significant interaction effect between
KG presence and relevance (F(1,23)=12.41, p=0.001), as seen by
the intersecting lines on Figure 3d. Figures 3a-3c are similar to
Figure 3d, and show the number of scrolls, time on task and time
on page as a function of KG presence and relevance.

Metric IA Relevant IA Not Relevant p-value
Gaze
TimeOnIA (s) 0.55 ± 0.09 0.74 ± 0.11 p=0.812
% TimeOnIA 45 ± 5 38 ± 3 p=0.237
TimeBelowIA (s) 1.21 ± 0.23 1.41 ± 0.17 p=0.298
% TimeBelowIA 55 ± 5 62 ± 3 p=0.343
Viewport
TimeOnIA (s) 1.96 ± 0.24 3.64 ± 0.26 p<0.001
% TimeOnIA 11 ± 1 16 ± 1 p<0.001
TimeBelowIA (s) 11.74 ± 1.59 19.02 ± 1.30 p<0.001
% TimeBelowIA 32 ± 3 56 ± 2 p<0.001
NumberOfScrolls 1.33 ± 0.17 2.96 ± 0.20 p<0.001
NumberOfEvents 6.12 ± 0.39 9.93 ± 0.38 p<0.001
TimeOnPage (s) 3.89 ± 0.43 7.17 ± 0.41 p<0.001
TimeOnTask (s) 90.7 ± 1.65 102.82 ± 1.73 p<0.001
SatisfactionScore 6.25 ± 0.09 5.08 ± 0.11 p<0.001

Table 3: Summary of Gaze, Viewport and Page (M ± SE) for “IA
Relevant” and “IA Not Relevant” experiment conditions. Time re-
lated metrics are measured in seconds.

Unlike H4, we found that users spend more viewport time and
gaze time on KG results when they are irrelevant compared to the
relevant KG results. Viewport time increased from 3.96± 0.42 on
relevant KG results to 5.38±0.34 seconds on irrelevant KG results
(p<0.001); similar increase in % time on KG as reported in Table 2.
The latter fact seems counter-intuitive, as we would expect irrele-
vant answers to get rejected sooner, and relevant answers to receive
more attention. A plausible explanation is: since both relevant and
irrelevant KG results display information on entities related to the
query, users do not know that it is irrelevant to their task until they
have read it fully (e.g., for the task [find watchable cartoons of the
Simpsons], the user would see a KG result on the Simpsons entity,
showing images of the Simspons cartoon and names of characters).
Thus, expecting to find the answer in KG, users may read through
the entire KG result, and upon not finding the answer, they continue
to examine the remaining results below. We suspect for this reason,
irrelevant KG results in our study get more viewport and gaze time.

It is worth noting that increased attention on a result does not
necessarily mean it is more relevant (it may also indicate user diffi-
culty). This ambiguity was also found by Just and Carpenter [18].
We believe a stronger test of relevance is the user’s next action –
did the user scroll past the answer and spend more time examin-
ing results below? If so, it suggests that users were probably not
satisfied with the answer.

Consistent with H5, we found that irrelevant KG results were in-
deed associated with increased scrolling down the page (3.32±0.25
vs. 1.77 ± 0.28; p<0.05) and more time below KG in seconds
(12.83 ± 1.26 vs. 11.28 ± 2.18 seconds, p=0.01) and as a % of
page time (% time below KG for irrelevant KG results is 26±2 vs.
16±2 for relevant KG results, p<0.001). Similar patterns were ob-
served with eye gaze. Figure 4 illustrates this by showing heatmaps
of gaze activity comparing the KG relevant vs. KG irrelevant across
all users in the study. The red hotspots that received high atten-
tion are positioned near the Knowledge Graph results. Note the
increased gaze activity below irrelevant KG results on Figure 4b as
compared to relevant KG results on Figure 4a, suggesting that upon
looking at irrelevant KG results, since users did not find the answer,
they continued to inspect results below KG (unlike in the relevant
condition where upon looking at relevant KG results, users found
the answer and completed the task).
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Table 3 summarizes gaze, viewport and page metrics for the sec-
ond part of the study on Instant Answers (IA), which was designed
with a single factor IA Relevance making data analysis significantly
simpler. Most of the findings we discovered by comparing relevant
vs. irrelevant conditions in the KG part of study apply to IA results
as well. For example, consistent with H2, H3, H5 for KP, when IA
was relevant (vs. not), we found that users were significantly more
satisfied, completed the task sooner (less time on task and page),
scrolled less and spent less time below the answer.

Although gaze metrics lacked statistical significance, likely due
to the large variance in the data, they exhibited similar behavior as
the viewport metrics providing additional evidence for the validity
of viewport data for evaluation answer like results.

Finally, we verify that viewport metrics can be related to searcher’s
satisfaction. We restrict our analysis to the KG Present where
Knowledge Graph results were shown to the user (eliminating Ab-
sent condition where answer like viewport metrics are undefined).
The linear regression analysis reveals statistically significant ef-
fect of gaze metrics on the user satisfaction scores (gaze TimeBe-
lowKG F(2,138) = 7.55, p-value < 0.001 and viewport TimeBe-
lowKG F(2,138) = 42.18, p-value < 0.001). The results are almost
identical for Instant Answer data. This finding allows us to estab-
lish the relationship between viewport metrics and the user satis-
faction with answer-like results.

To summarize, we established that the time spent below an an-
swer result, measured using viewport data, can signal result rele-
vance and user satisfaction with the search. We confirm that amount
of scrolling is negatively correlated with user satisfaction, which is
consistent with previous findings in the desktop and mobile set-
tings. Finally, we found that relevance of Knowledge Graph results
and Instant Answers have similar effect on user behavior, as mea-
sured using gaze and viewport data.

4.3 Effect of Result Position
It is well known in search on desktops that the first result re-

ceives much higher portion of user attention and clickthrough rate
(CTR) than the second result, and in general, attention and CTR
decrease from top to bottom on the SERP. We tested whether a
similar phenomenon exists on mobile phones. We considered data
from the KG absent condition, so that the SERP consists of 10 or-
ganic clickable web results, which is the most commonly studied
scenario prior work on search on desktops. The left panels in figure
5 show viewport time on result in milliseconds (top-left panel) and
in % (bottom-left panel) as a function of result position (x axis).
A 1-way ANOVA shows a main effect of result position or rank
on time on result (F(9, 2660) = 64.57, p<0.001) suggesting that
position bias affects user attention on mobile phones too. While
for most positions the viewport time on result (in ms, %) decreases
with result position, we find a surprising bump at positions 2 and
3 (significantly higher % time on the second result than the first:
t(528)=-2.2, p=0.02; and higher % time on the third result than the
first: t(504)=-3.7, p<0.001). Authors verified that this is not a bug
and is indeed feature of the mobile data. One possible explanation
for the bump at position 2 and 3 is the presence of short scrolls on
mobile phones. Figure 6 illustrates this with an example – unlike
desktop where the page up down keys allow users to move from one
page fold to another non-overlapping page fold, in mobile phones,
users often tend to perform short scrolls that may render the second
or third result visible across more viewports and for longer time
than the first result. It is possible that for navigational tasks where
3For Page measures the p-values are computed using the repeated
measures ANOVA; for Viewport and Gaze measures Wilcoxon
rank sum test is used.

Figure 5: This figure shows how viewport time (left panels) and
gaze time (right panels) vary with result position. Top-left panel
shows viewport time in ms, and the bottom-left panel shows view-
port time as a fraction of time on all results on that page. The right
panels show similar plots for eye gaze.

users mostly click the first result (e.g., twitter), since scrolling is
unlikely, we may observe that viewport time decreases with posi-
tion. This remains to be tested in a future study.

An obvious question is whether the bump at position 2 or 3 is an
artifact of viewport data, or is a real attention phenomenon that oc-
curs with eye gaze too. The right panels in figure 5 show gaze time
on each result in milliseconds (top-right panel) and in % (bottom-
right panel) as a function of result position (x axis). Similar to
viewport, we find a main effect of result position or rank on time
on result (F(9, 1720) = 15.1, p<0.001) and a bump at position 2 (%
time on result is significantly higher for second result than the first:
t(343)=-2.3, p=0.02). We believe this may be a function of scrolling
too – due to the small screen size in phones, the second result may
only be partially visible; in order to bring it fully into view, the user
has to adjust the scroll distance by continuing to look at the second
result until it its bottom portion comes into view.

This finding of non-monotonic attention decay with rank posi-
tion may have implications for results ranking and design of a novel
discount function (as opposed to MAP or NDCG[16]) that better re-
flects user experience in mobile search. We plan to investigate this
question in the future work.

4.4 Attention Distribution on the Screen
Figure 7 shows the attention distribution across all users and con-

ditions in our study. The left panel shows a heatmap of gaze activity
(note that the red hotspots of increased attention are clearly shifted
to the top half of the screen). The right panel shows a distribution
of eye fixations as a function of y position. The median fixated y
position was 224 pixels which is above the screen center (290 pix-
els). Thus, we found that on average, almost 70 % of the users’
attention was focused on the top half of the phone screen, with lit-
tle or no attention paid to the bottom 1/3 portion of the screen (only
14%). This trend was consistent on a per user basis (20/24 users
showed the preference for top half of the screen). We hypothesize
that weighting viewport measurements by this attention distribution
may further improve gaze viewport correlations.

5. GAZE AND VIEWPORT CORRELATION
We have already shown in the previous section that viewport

metrics can signal relevance of answer like results and reflect user’s
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(a) KG Relevant (b) KG Not Relevant

Figure 4: Attention heatmaps for KG Relevant and KG Not Rele-
vant conditions. This figure shows that on average, across all users
in the study, there is increased gaze activity below KG when it is
irrelevant than relevant.

to 163.33 ± 33.12 seconds (p<0.05), and time on page also in-
creased significantly from 5.37 ± 0.65 to 7.98 ± 0.47 seconds
(p<0.05). Consistent with H5, relevant KG results were associated
with less scrolling down the page (1.77 ± 0.28 vs. 3.32 ± 0.25;
p<0.05). Thus, in all cases we observe positive effect of KG results
on user experience.

As expected and as shown in the red lines in Figures 3a-d, when
KG is absent, there were no statistically significant differences be-
tween the KG relevant and irrelevant conditions.

To aid more in-depth analysis of metrics in our study (2x2 de-
sign), we performed post-hoc tests on pairwise comparisons be-
tween the conditions using a 1-way ANOVA with Bonferroni cor-
rection and annotated corresponding plots of Figure 3 with signif-
icance markers. Comparisons that are significantly different are
denoted by a “*” in Figure 3, and the rest are denoted by “NS” for
not significant.

We focus on Figure 3d here. As seen in Section 4.1 and con-
sistent with H1, users are significantly more satisfied when KG is
present than absent (F(1,23)=13.35, p=0.001). Interestingly, for
KG-irrelevant tasks, KG presence had no effect (F(1,23)=0.349,
p=0.56). This suggests that Knowledge Graph results do not harm
user satisfaction, even when they are not directly answering user’s
information need. We found a significant interaction effect between
KG presence and relevance (F(1,23)=12.41, p=0.001), as seen by
the intersecting lines on Figure 3d. Figures 3a-3c are similar to
Figure 3d, and show the number of scrolls, time on task and time
on page as a function of KG presence and relevance.

Metric IA Relevant IA Not Relevant p-value
Gaze
TimeOnIA (s) 0.55 ± 0.09 0.74 ± 0.11 p=0.812
% TimeOnIA 45 ± 5 38 ± 3 p=0.237
TimeBelowIA (s) 1.21 ± 0.23 1.41 ± 0.17 p=0.298
% TimeBelowIA 55 ± 5 62 ± 3 p=0.343
Viewport
TimeOnIA (s) 1.96 ± 0.24 3.64 ± 0.26 p<0.001
% TimeOnIA 11 ± 1 16 ± 1 p<0.001
TimeBelowIA (s) 11.74 ± 1.59 19.02 ± 1.30 p<0.001
% TimeBelowIA 32 ± 3 56 ± 2 p<0.001
NumberOfScrolls 1.33 ± 0.17 2.96 ± 0.20 p<0.001
NumberOfEvents 6.12 ± 0.39 9.93 ± 0.38 p<0.001
TimeOnPage (s) 3.89 ± 0.43 7.17 ± 0.41 p<0.001
TimeOnTask (s) 90.7 ± 1.65 102.82 ± 1.73 p<0.001
SatisfactionScore 6.25 ± 0.09 5.08 ± 0.11 p<0.001

Table 3: Summary of Gaze, Viewport and Page (M ± SE) for “IA
Relevant” and “IA Not Relevant” experiment conditions. Time re-
lated metrics are measured in seconds.

Unlike H4, we found that users spend more viewport time and
gaze time on KG results when they are irrelevant compared to the
relevant KG results. Viewport time increased from 3.96± 0.42 on
relevant KG results to 5.38±0.34 seconds on irrelevant KG results
(p<0.001); similar increase in % time on KG as reported in Table 2.
The latter fact seems counter-intuitive, as we would expect irrele-
vant answers to get rejected sooner, and relevant answers to receive
more attention. A plausible explanation is: since both relevant and
irrelevant KG results display information on entities related to the
query, users do not know that it is irrelevant to their task until they
have read it fully (e.g., for the task [find watchable cartoons of the
Simpsons], the user would see a KG result on the Simpsons entity,
showing images of the Simspons cartoon and names of characters).
Thus, expecting to find the answer in KG, users may read through
the entire KG result, and upon not finding the answer, they continue
to examine the remaining results below. We suspect for this reason,
irrelevant KG results in our study get more viewport and gaze time.

It is worth noting that increased attention on a result does not
necessarily mean it is more relevant (it may also indicate user diffi-
culty). This ambiguity was also found by Just and Carpenter [18].
We believe a stronger test of relevance is the user’s next action –
did the user scroll past the answer and spend more time examin-
ing results below? If so, it suggests that users were probably not
satisfied with the answer.

Consistent with H5, we found that irrelevant KG results were in-
deed associated with increased scrolling down the page (3.32±0.25
vs. 1.77 ± 0.28; p<0.05) and more time below KG in seconds
(12.83 ± 1.26 vs. 11.28 ± 2.18 seconds, p=0.01) and as a % of
page time (% time below KG for irrelevant KG results is 26±2 vs.
16±2 for relevant KG results, p<0.001). Similar patterns were ob-
served with eye gaze. Figure 4 illustrates this by showing heatmaps
of gaze activity comparing the KG relevant vs. KG irrelevant across
all users in the study. The red hotspots that received high atten-
tion are positioned near the Knowledge Graph results. Note the
increased gaze activity below irrelevant KG results on Figure 4b as
compared to relevant KG results on Figure 4a, suggesting that upon
looking at irrelevant KG results, since users did not find the answer,
they continued to inspect results below KG (unlike in the relevant
condition where upon looking at relevant KG results, users found
the answer and completed the task).
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