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Gradient Boosted Distributed Tree(GBDT)

!
Boosting  

ensemble technique in which learners are learned sequentially with 
early learners fitting a simple model to the data and analyzing the data 
for errors - and later models focus on these errors trying to get them 

right. In the end all learners are given weights and combined to create 
an overall predictor. 

https://www.youtube.com/watch?v=sRktKszFmSk, Ensembles (3): Gradient Boosting, Alexander Ihler	
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what is it?

learn a simple predictor Then try to correct its errors

•  learn a regression predictor 
• compute the error residual 
•  learn to predict the residual
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what is it?

combining gives a  
better predictor

can try to correct its  
errors also and repeat

•  learn a regression predictor 
• compute the error residual 
•  learn to predict the residual
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Distributing the GBDT Algorithm

!
There’s a need to incorporate increasing numbers of features and 
instances in training data and because existing methods require all 

training data to be in physical memory

The Goal

But WHY?



Distributing the GBDT Algorithm

!
By improving the training time of individual trees and not on 

parallelizing the actual boosting phase

The Goal

HOW?

MapReduce MPI 



Distributing the GBDT Algorithm
The Goal
HOW to Partition the training data?

CARAGEA,D.@ l A framework for learning from distributed data using sufficient statistics and its application to learning decision 
trees,2004
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Distributing the GBDT Algorithm
MapReduce

Stochastic Gradient Boosted Distributed Decision Trees, Yahoo! labs, 2009

1

0
additional communication cost caused 
 by writing out multiple files when  
splitting a node—-> high system overhead



Message Passing Interface (MPI)

!
a parallel MPI program is launched as sperate processes (tasks), each 
with their own address space -> it requires partitioning data across 
tasks 
a task accesses the data of another task through a transaction called 
“message passing” in which a copy of the data (message) is transferred 
(passed) from one task to another

What is it?

Stochastic Gradient Boosted Distributed Decision Trees, Yahoo! labs, 2009



Message Passing Interface (MPI)
Process
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Message Passing Interface (MPI)

!
!

each machine is given a subset of the feature space and can compute 
the best local split for its j’s and i’s  and sends her result to her friends 
when everybody knows the best cut 

Process

Stochastic Gradient Boosted Distributed Decision Trees, Yahoo! labs, 2009



Experiment Results
MapReduce
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communication overhead.  not as good even in comparison to non parallel implementation
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for 100k the overhead was too high to be useful
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training time was reduced in 0.5 after using 2 machines and continue to improve until 5



Experiment Results
MPI

Stochastic Gradient Boosted Distributed Decision Trees, Yahoo! labs, 2009

an improvement from 70 sec to 9 sec per tree



Intake
!
!
MapReduce  
limited amount of code :) 
high scalability :) 
communication cost  :( 
MPI  
high scalability   :)  
communication cost  :) 
overall -good :) 
!



Matlab for GBDT
code
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